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Abstract

This article investigates ripples of search across different housing quality tiers empiri-
cally, using fine-scale data on housing search activities and transactions. This is the first
paper to study ripples of housing search in the quality dimension using data from housing
auctions. Consistent with theory, our findings indicate that search for low-quality hous-
ing in a city is significantly pro-cyclical, while search for high-quality housing is counter-
cyclical. These effects are amplified in more attractive locations. During major housing
market booms, the dispersion is greater, while during busts this ripple is reversed. We
relate this to housing market outcomes in two ways. First, our findings suggest that search
by quality tier is related to housing turnover and price growth in the expected way. Second,
based on Vector Autoregression (VAR) analysis and Granger causality tests, we document
a positive relationship between search intensity and aggregate price development by quality
tier, where shifts in search tend to lead changes in house prices.

Keywords:
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JEL: O18, D10, D83, R21

1. Introduction

Housing markets are frictional in nature, characterized by costly search processes and
variable arrival of potential trading partners. During housing market booms, buyers enter
the market more rapidly, increasing the buyer-to-seller ratio in a spatially defined market,
leading to higher turnover, accelerated house price growth, and spatial ripple effects. While
the existence and direction of such ripple effects are disputed, many studies suggest a price
ripple from prime to secondary locations. Location, however, is not the only attribute
that buyers care about when considering potential homes. Housing is a highly composite
good that varies in a wide range of qualities, such as size and interiors. In light of this
heterogeneity, any spatial spillover may be paralleled by quality spillovers, since another
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viable strategy for budget constrained households is to reduce the quality of the home,
which is the focal point of this study.

Recent theoretical work by Williams (2018) suggests that the choice of housing among
home searchers may depend on the level of competition across different housing quality
segments. Search is defined as the activity that follows the initial screening of listings, such
as visiting the house. The combination of costly crowding-out effects and inflated price
growth in preferred quality segments during booms may induce more buyers to reassess
their optimal match value, the unique buyer’s valuation of the home, and search in less
preferred segments. However, there is little direct empirical evidence of such ripples in
housing search activity.1

Informed by this theoretical model and a growing related body of literature, we em-
pirically investigate how aggregate search intensity in the cross-section of houses changes
with market phases. In essence, we seek to answer: Do the masses of searchers tend to
search for high- or low-quality houses, and are these decisions correlated with the market
cycle? Our analysis is based on fine-scale data from residential auctions combined with a
rich set of transaction data for four urban areas, with a primary focus on Oslo, the largest
metropolitan market in Norway. These urban areas, where the vast majority of households
are homeowners, are particularly suitable for this analysis. Moreover, Norwegian auctions,
conducted as English auctions, often lead to heated bidding wars, driving up prices and
creating crowding-out effects.

As the previous literature demonstrate, there is no universally accepted concept of
quality. In its broadest definition, it refers to all characteristics that a potential buyer is
likely to value. Sweeney (1974b) and Cubbin (1974) emphasized the importance of houses
as distinct substitute goods that could be divided into quality hierarchies, but defined
quality in a broad sense. Leishman (2001) further argued that housing can be segmented
both spatially and by quality and that it must be considered as a set of interrelated
submarkets. Although the combination of space and quality dimensions is challenging to
implement, we include both to some extent throughout the analysis. In this study, we
define housing quality tiers based on size, age, and a measure of the renovation status of
the house at the time of sale described in Mamre and Sommervoll (2022). To separate the
market into spatial segments, we construct both price zones and search zones. We show
that search intensity have a clear monocentric structure in the metropolitan market.

Consistent with theory, the key finding is that the dispersion in aggregate search inten-
sity by house quality tier displays clear variations over the housing cycle. Most notably,
we find that search for low-quality housing is significantly pro-cyclical while the search
for high-quality housing is counter-cyclical, albeit to a lesser extent. During major hous-
ing market booms the dispersion is greater, while this search ripple is reversed during
busts. These effects are particularly strong in prime locations, while they are almost non-
existent in distressed locations. Specifically, these estimates show that the dispersion in

1Exceptions are found in Genesove and Han (2012) and Han and Strange (2016), which do not consider
the cross-sectional dimension, and Piazzesi et al. (2020) which considers cross-sectional variations in online
screening.
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search intensity from medium to low quality housing (medium-to-low dispersion) in the
metropolitan market is estimated at 19.9 percent during the phase of boom where both
prices and the ratio of buyers to sellers increase. In the same market phase, the even more
extreme measure of high-to-low quality dispersion is estimated to be 27.8 percent. Both
estimates are important in magnitude and statistically significant. The tendency for a
higher relative search for lower quality housing during booms is found in three out of four
cities studied, while it is not significant in one city. In the metropolitan market, there is
a hierarchy in order of magnitude from prime to distressed locations based on price zones,
where high-to-low quality dispersion is estimated at 42.2 percent during booms in both
prices and buyer-seller ratios, while this is estimated at 30.4 per cent in secondary loca-
tions, and insignificantly different from zero in distressed locations. This sorting is not as
clear when we use an alternative spatial aggregation, supporting that prices and location
play an important role for search ripples during booms

We relate these finding to housing market outcomes in two ways. First, our findings
document that search by quality tier is related to housing turnover, the number of bids
received, and price growth in the expected way. Second, based on VAR analysis and
Granger causality tests, the paper also documents a significant relationship between search
intensity and price growth by quality tier, where changes in search tend to lead changes
in house prices. Theoretical models with bargaining between buyers and sellers provide
a possible explanation for why changes in search intensity can lead to changes in prices
(e.g. Krainer (2001); Piazzesi and Schneider (2009)). Such bargaining are likely in these
housing auctions. These findings indicate a trade-off between quality and location. In
order to maintain optimum location quality, more buyers may be willing to reduce unit
quality. Our findings also align to some extent with realtors’ claims that buyers are more
selective during busts, while "anything goes" in booms. Since most cities’ housing markets
are complex systems with spatial patterning of housing qualities and price levels (see
e.g., Piazzesi and Schneider (2009)), our findings support that variations in the demand
for quality during booms and busts is a fundamental driver of variations in house price
growth within and across neighborhoods (see Ferreira and Gyourko (2012)) and housing
quality tiers. Additionally, this paper highlights the value of including aggregate search
intensity directly in the analysis of market phases. We can consider the average number of
searchers per unit for sale as a measure of the inventory (im)balance and a parameter for
the likelihood of crowding-out effects. By looking only at price measures, as is common in
the literature, we would not see the interesting variation in dispersion between the parts
of the boom where search intensity expands and contracts, and get more muted results.

However, changes in search activity of potential home buyers during booms and busts
are not the only plausible mechanism at work. A shortcoming of the analysis is that we lack
identifying information about searchers across auctions and study volumes. For instance,
Chernobai and Chernobai (2013) show that there is also expected to be a clientele effect,
with professional investors in particular entering the market to a greater extent during
booms and disappearing during busts. Although the size of the clientele effect is unknown
there is, however, strong theoretical support for quality ripples of search among ordinary
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home buyers as well. Moreover, several of the markets considered here have a small and
stable share of buy-to-let houses during the time period studied.

The remainder of the paper is organized as follows. Section 2 review previous literature
on how quality can direct search in booms and busts. Section 3 describes the data, the
quality segmentation, and the spatial and temporal aggregation of submarkets and housing
market cycles. Section 4 empirically studies the evidence for quality ripples of search
intensity in cross-section models. Section 5 empirically studies implications for housing
market outcomes and test for ripple effects by VAR analysis and Granger causality. Section
6 contains a robustness analysis, and section 7 concludes.

2. Literature: How Quality can direct Buyer Search in Booms and Busts

This paper relates generally to the literature addressing the microstructure of housing
markets (see Han and Strange (2015) for a review), herein a large literature on buyer search
activity and its impact on housing market dynamics (Wheaton (1990); Ngai and Tenreyro
(2014); Guren and McQuade (2020); Carrillo (2012), Anenberg and Bayer (2020)) as well
as the effects of shocks (see e.g., Ortalo-Magne and Rady (2006). Specifically, our paper
adds to the body of empirical research analyzing buyer search activity in the cross-section
of houses.

It is well acknowledged in parts of the housing search literature that buyers are not
equally inclined to search for all the houses in a market, leading to a tendency for search to
be segmented. In their study of the San Francisco Bay area, Piazzesi et al. (2020) demon-
strate that online screening, often preceding any search or visit, primarily occurs along the
three dimensions: location, price and house size. They also highlight the importance of
buyer differences and market integration levels for housing market outcomes. Similarly,
Rae and Sener (2016) document that most of the online screening in London is fairly local
and is also segmented by price and size.

It has been shown that booms have an impact on housing search (Novy-Marx (2007);
Albrecht et al. (2007); Han and Strange (2016)) and that booms or shocks to key household-
specific variables, such as income or wealth, can affect the cross-section of houses differently.
As Sweeney (1974a) pointed out, this happens because buyers in a housing market face a
choice of quality rather than a choice of quantity. Positive income shocks for low-income
buyers can facilitate trading-up, causing units to "filter" down the quality hierarchy of
houses to buyers with even lower incomes, which in turn leads to house price ripples.
Similar effects are observed when low-wealth buyers experience wealth shocks (Ho et al.
(2008)). Furthermore, differences in price growth in the cross-section of houses during a
boom can be explained by wealth and credit channel mechanisms (Landvoigt et al. (2015)).
Increased dispersion may arise from increased costs to enter the housing market. Factors
such as first-time buyers, poorer households, migration, sellers’ strategies, and clientele
effects play significant roles in shaping the distribution of housing search during booms
(Ortalo-Magne and Rady (2006); Landvoigt et al. (2015); Anenberg and Bayer (2020);
Meen (1999); Moen et al. (2021); Novy-Marx (2007); Peng et al. (2020); Piazzesi et al.
(2020)).
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Search intensity can also vary significantly during the cycle due to sellers’ strategies
and clientele effects. Although most buyers are also sellers in the market (see e.g. Wheaton
(1990)), an important observation is that a boom can generate a buy-first market, while a
bust can generate a sell-first market (Moen et al., 2021). If sufficiently many buy before
they sell, in the short term there may be a significant reduction in the inventory available
to each potential buyer, which can contribute to crowding-out effects and heated bidding
wars. Finally, this paper relates to an extensive literature on spatial ripple effects measured
by house prices (see e.g. Alexander and Barrow (1994); Meen (1999); Gupta and Miller
(2012); Grigoryeva and Ley (2019); Hu et al. (2020)) and an emerging literature considering
heterogeneity in house price developments within cities (Zhang and Yi (2017); Bogin et al.
(2019); Zhu et al. (2022); Ferreira and Gyourko (2011)), both likely outcomes of redirected
buyer search.

In summary, variations in search and matching between buyers and houses of different
quality during booms and busts may stem from factors such as affordability, buyer/seller
ratios, and clientele effects. These variations can generate ripple effects, resulting in
cross-sectional and within-city heterogeneity in housing market outcomes. The closest
antecedents to our study are reported in table (1), along with their definition of housing
quality segments, type of shocks considered, and outcome variables studied. While there
is no universal strategy for studying these issues, the typical approach compares market
outcome measures, such as prices, turnover, and time on market, across housing market
segments (Liu et al. (2014); Ho et al. (2008)).

Our paper closely aligns with the theoretical model of Williams (2018) as it posits
that search activity is both endogenous and segmented. The following section considers a
simpler version of this model and discusses the properties of the buyer’s choice problem for
optimal search activity in different housing quality tiers. The full model captures important
aspects such as affordability and variations in the buyer/seller ratio. Our purpose is to
discuss some of the intuitions of this model in a simpler framework and relate this intuition
to the predictions of the full model.
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Table 1: Literature on the Cross-section of Housing Markets

Research Model Quality definition Shock Outcomes

Sweeney (1974a) Filtering model with
quality segments and
heterogeneous house-
holds. Theoretical model

Quality hierarchies
defined generally

Income Demand, prices

Ho et al. (2007) Dynamic stock-flow
model with quality seg-
ments and heterogeneous
households. Granger
causality tests. Theoreti-
cal model with empirical
support

Size Wealth Demand, prices, transac-
tion volumes

Ortalo-Magne and
Rady (2006)

Life-cycle model with
quality segments and
heterogeneous house-
holds. Theoretical model
with empirical support

"Starter-homes" and
"trade-up" homes

Wealth Demand, prices, transac-
tion volumes

Piazzesi,
Schneider, and
Stroebel (2020)

A new dataset on list-
ing screening. A search
model with quality seg-
ments, segmented search,
and heterogeneous buy-
ers Theoretical and
quantified model

Location, price and size Moving shocks Search intensity, inven-
tory, turnover, prices

Williams (2018) Search model with qual-
ity segments and endoge-
nous search. Theoretical

Location, price, size, and
morea

Booms and busts in
terms of search intensity
and prices

Search intensity, prices,
rents

Landvoigt,
Piazzesi, and
Schneider (2013)

Assignment model with
quality segments and
heterogeneous buyers.
Theoretical and quanti-
fied model

Price Credit Demand, prices, transac-
tion volumes

Liu et al. (2014) Optimization model with
quality segments. Repeat
sales methods. Theo-
retical and empirical
support

Size Booms and busts in
prices

Prices, turnover, supply

Notes: The table lists research that focuses on cross-sectional differences in outcomes, and in two cases buyer search intensity, in
housing markets. It reports the model and methods used, the quality definition employed to segment houses in the cross-section, the
sources of shocks, and the outcome variables used. a.The segments are similar along one or more dimensions.
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3. Theoretical Foundations: A Model with Endogenous Search

The housing market under study comprises buyers and sellers of homes, however we
abstract from sellers in this exposition to focus on buyer’s search problem. Buyers are
searching for a housing unit for their households.2 Homes in this market are divided into
one of three quality tiers, i = P, S,D, denoted as primary (P), secondary (S) or distressed
(D). Buyers can search for homes within each of these tiers. Every home within a tier
shares similar attributes across one or more dimensions, such as size, price, location, and
unit quality.

Buyers initially screen houses for sale on a public site and then decide the tier in
which to direct their search. The quality tiers are differentiated by their common values,
which are identical among all buyers. During the initial screening, only the common value
is observable. For tier i the common value is the mean of the truncated distribution,
mi ≡ E(x|x > ai) = ai

η
(η−1) > 0, where 1 < η < ∞. The largest feasible minimum

match value, αi, has the associated common value μi = E(x|x > αi) =
αiη

(η−1) . This can be
associated with the buyer’s most preferred segment of affordable homes in i.

The primary tier P has the largest feasible common value, followed by the secondary
tier, with the distressed tier having the smallest feasible common value, μP > μS > μD.
Buyers differ solely by their idiosyncratic match values, which are revealed upon visiting
the house. Buyers screen houses for sale optimally by controlling their minimum match
values. This screening truncates below the lower end of the distribution of possible match
values x between a buyer and the homes. The truncated distribution Di in segment i

is assumed to be power law: Di(x) = 1 − (ai/x)
η for all x > ai with 1 < η < ∞ and

i = P, S,D. For each tier i, each buyer selects the minimum acceptable match value ai

from the feasible set ai ∈ {1, ..., αi}.

3.1. Screening and Search

Houses appear on this market according to some independent process. Once all houses
for sale across all tiers have been screened, each buyer chooses one or more tiers for sub-
sequent search. Buyers selecting i inspect houses within that tier, drawn randomly from
its distribution of residual match values. Between inspections, the buyer continues their
search, expending effort per unit of time: qi ≥ 0. This search effort incurs an opportunity
cost per unit of time of OCi = γmiq

δ
i , with γ > 0 and δ > 1. The increasing marginal cost

reflects each buyer’s rational prioritization of alternative activities. Homes with higher
common values mi are proportionally more costly to inspect.3 Each buyer’s search in
their preferred tier follows an independent Poisson process. If a buyer searches in i with
the intensity qi, they inspect one listing during the next short time interval Δt with the
probability, qiΔt + (Δt)2, and two or more listings in the same tier with a much smaller
probability (Δt)2. Thus, each buyer inspects listings at the average rate qi. The auction

2This model abstracts from the dual role of buyer/seller as described in works by Moen et al. (2014)
and Moen et al. (2021).

3For instance, because buyers with higher incomes have higher opportunity costs of time and because
larger houses are more costly to inspect.
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follows any bargaining structure with an expected buyer gain from trade gbi. The buyer
solves the recursive problem:

Vbi = maxqi≥0e
−tΔt{Vbi + (miqigbi −OCi)Δt+ (Δt)2}, (1)

This can be solved for Vbi to give:

Vbi = maxqi≥0β
t{(miqigbi − UCi)Δt+ (Δt)2}, (2)

for i = P, S,D and where βt := e−tΔt

1−e−tΔt ≥ 0, ∀t. In equation (2), the buyer searches
over time to maximize the present value of the expected gains from search minus the costs
of search. The solution to this problem is the buyer’s optimal search intensity q∗i in tier i.
Anticipating this search, each buyer first selects the optimal screens for all tiers and then
the tier for search with the highest expected present value of search, Vbi∗ .

Properties of equation (2) include, for each i: (i) ∂Vbi
∂gbi

> 0. An increase in the expected
buyer gain from trade in i increases the expected present value of search in this tier. (ii)
∂Vbi
∂ai

< 0. A negative shift in buyers’ minimum match values ai, this decreases the ex-
pected present value of search in this tier since by the truncated distribution assumption,
mi = ai

η
(η−1) . c) ∂Vbi

∂OCi
< 0. An increase in the opportunity cost of search in i, for instance

due to increases in common values mi, reduces the expected present value of search in this
tier.

3.2. Discussion: Steady State

In this model, we have demonstrated that the value of, and hence the choice of, quality
tier in which to search is contingent upon the expected buyer gain from trade, the minimum
match values, and the opportunity cost of search. Under additional assumptions and with
inelastic entry of buyers and sellers, Williams (2018) describes the steady state. With a
rapid entry by buyers inthe primary tier, the premium paid for preferred homes in the prime
tier relative to the secondary tier eventually decreases. In steady state, the optimal set in
each segment has the tightest feasible truncation of match values and thereby the highest
affordable common value. Consequentially, during booms when buyers enter relatively
more rapidly, they initially search more in their preferred tier and later in progressively
less liked tiers, while during busts this ripple is reversed. These results follow from the
same properties outlined above, where this ripple and ripple effect is propagated by buyers
re-evaluating relative minimum match values, changes in the opportunity cost of search,
and differences in the expected buyer gain from trade. Empirical implications include; (i)
higher average search and prices in preferred tiers and (ii) spatial and qualitative ripples
of search intensity and prices across tiers.

The following sections describe the data and segmentation into quality tiers and aim
to empirically test these implications. In line with the intuition from the model, we also
define booms and busts in terms of both prices and buyer/seller ratios, which allows for
empirically testing these predictions.
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4. Data Description

Figure 1: Timeline of Search in the Housing Market

Notes: The figure illustrates the typical timeline of search in the housing market from screening to

purchase or continuation of search.

The analysis employs a cross-sectional dataset of housing transactions in four Norwe-
gian cities, sourced from Eiendomsverdi ASA, coupled with the house listing text from the
main real estate portal Finn.no. The transaction data is also coupled with information from
the auction of each house, obtained from four large realtor organizations operating in the
area. In the main analysis, we use data for the metropolitan market (Oslo) for 11,683 sales,
which is reduced to 8,473 sales after excluding transactions that lack information about
the house auction and the asking price, as well as some additional key variables. Missing
variables are handled through listwise deletion, resulting in minimal data loss. Comparable
data operations have been performed for the other urban areas (see the summary statistics
in Appendix).

The main variable representing search intensity is the number of listed interested at
the English sealed bid auction. Additionally, the number of bidders in each auction is
used to describe buyer search intensity. To be listed as an interested party or to place a
bid, potential buyers must contact the realtor at the auction or via email or phone. The
number of listed interested parties differs from the number of bidders in terms of purchase
commitment. We also have data on the number of bids in each auction, which depends on
the number of bidders and the bidding strategies of the involved parties. Thus, it can be
considered an outcome variable rather than a measure of search intensity. The number of
bids and time on market (TOM) are regarded as measures of market outcomes, alongside
the final transaction prices. On average, transacted houses in the metropolitan market had
16.7 potential interested buyers, 3 bidders, 9.6 bids, spent 58 days on the market, and sold
at a price of USD 420,000.

4.1. Quality Segmentation

The ideal approach would construct fine-scale housing quality segments. However, for
tractability in our quantitative approach, each transacted house is segmented into three
quality tiers Q, where Q:={low,medium,high}. Quality is defined by size, age and level of
renovation and is considered to be a measure of the common value component of housing
quality, as opposed to the unobserved idiosyncratic component. As discussed, previous
literature has tended to use size (see table 1) and see a discussion in Liu et al. (2014)),
price, and/or location to segment houses. Newer and fully renovated units also tend to be
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Table 2: Summary Statistics

Variable Mean Median SD Min Max

Interested 16.70 13.0 14.7 1 166
Bidders 2.98 2.0 2.1 1 20
Bids 9.60 8.0 7.3 1 72
TOMa 58.13 35.0 74.5 1 1,254

Transaction price 0.42 0.36 0.21 0.10 3.06
Ask price 0.40 0.34 0.21 0.09 4.23
Sizeb in m2 72.96 65.0 40.3 14 503
Dwelling age 57.32 58.0 37.6 0 188
Distance to Center (km) 3.92 3.19 2.3 0.27 12.3
Fully renovated 0.096
Unmaintained 0.085
Newly developedc 0.055

Notes: The table shows summary statistics for the main variables for the metropolitan
market Oslo. Prices in USD million, with exchange rate 10.63. N=8,473. Time period:
jul.13 - jun.19. Distance to Center is the Haversine distance to the Oslo Central Station.
a.Time on Market is a proxy defined as the time in days from the realtor received the
assignment until the house is sold. b.Size is defined in terms of the area of the primary
rooms. c.Newly developed units are 4 years or less.

of higher quality. Some attributes, such as requirements for the home’s renovation quality,
may be easier for buyers to forego, as over time, it is possible to invest in higher renovation
quality. In contrast, size is an attribute that is largely fixed.

In this analysis, high quality units are defined as houses that are large (top 15th per-
centile), newer (4 years or younger), and/or fully renovated4. Medium quality units are
middle-sized (15-85 percentile), four years or more, and have a neutral renovation status.
Low-quality units are small (bottom 15th percentile5), more than 4 years old, and/or un-
maintained. The segments are mutually exclusive so that no unit is counted twice, which
primarily affects the number of units segmented by size in the quality tiers. With this
definition, the metropolitan market comprises 29.3% low-quality houses, 47.1% medium-
quality houses, and 23.7% high-quality houses (see table 3). Figure 2 provides descriptive
evidence of quality ripples in search intensity in these housing markets, where searches for
low-quality housing tend to increase during a price boom.

4.2. Spatial and Temporal Aggregation

This analysis implements two spatial aggregation definitions: price zones and search
zones. Price zones are spatially non-contiguous and are based on estimates of location
premiums for houses of otherwise constant quality6. A key advantage of this segmentation
is the price information embedded in the zone. Search zones are defined by the average
search intensity per city zone (60). As shown in figure 3, location appears to be a decisive

4See Mamre and Sommervoll (2022) for details on the renovation criteria.
5In the capital, there are many small units compared to the other cities, and thus a larger share

(bottom 20th percentile) is included in the low-quality segment. For all cities this results in a threshold
value around 50 square meters.

6See details in Appendix and in Sommervoll and Sommervoll (2019).
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Figure 2: Descriptive Statistics: Search Intensity by Quality tier in four Urban Areas
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Notes: The figure shows descriptive results for search intensity by housing quality tier (LOW, MED, HIGH). Search is defined as

4-quarter rolling average of NrInterested per quality class unit. a.Trondheim instead uses NrBidders as search variable. DP is

4-quarter house price growth in the official local price price index, source: Eiendomsverdi ASA.
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Figure 3: Search Intensity by Zone

Notes: The figure shows the unweighted average number of interested

parties per Oslo zone in the period 2013-2019. We construct the spatial

aggregation of 60 zones by combining geometries for basic districts pro-

vided by Statistics Norway. A few zones are excluded because they lack

the sufficient number of observations, these are not numbered in the fig-

ure.

factor for the buyer’s search. The search intensity exhibits a clear monocentric pattern in
the metropolitan market.

To identify the peaks and troughs in the local house price cycle, we employ the Hard-
ing and Pagan (2002) implementation of the Bry and Boschan (1971) algorithm. This
algorithm utilizes “soft limits” to determine peaks and troughs, such as a limit of only two
months of consecutive increases or decreases to qualify as a phase and only five months to
qualify as a full cycle.7 The price boom and bust episodes are ranked over a twenty-year
period according to their magnitude, duration, and severity, following the methodology
proposed by Agnello and Schuknecht (2011). These calculations are based on real house
prices.8 The magnitude is measured as the real house price growth from peak to trough and
from trough to peak (ΔRPt,t−j), while the duration is measured as the temporal distance

7The calculations are based on the SSBQ Stata module (Bracke, 2012).
8The nominal price index is deflated by the quarterly consumer price index for Norway that excludes

energy prices (CPI-ATE, source: Statistics Norway).
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D between the turning points. Severity represents a proxy of the cumulative deviation of
house prices from the long-term trend, combining duration and magnitude, and is defined
for each episode i as Severityi = (ΔRPi,t,t−j ×Di)× 0.5.

As shown in table 3 in the Appendix, two price booms and two price busts rank among
the top three in terms of severity. Moreover, two potential booms rank slightly below the
median and two busts rank around the median in terms of severity. With these soft criteria
for the price cycles, the housing markets throughout the period are either in a boom or
a bust. Additionally, we implement a criterion for the direction of the aggregated search
intensity to delineate the market phases. It is plausible to view the average number of
searchers per unit as a measure of inventory (im)balance or buyer-seller ratios, where a
larger imbalance increases the likelihood of crowding-out effects, in line with the reasoning
in Williams (2018). This results in the following temporal aggregation: 1. boom in prices
+ expanding search intensity (Boom exp); 2. boom in prices + contracting search intensity
(Boom con); 3. bust in prices + contracting search intensity (Bust con); 4. Bust in prices
+ expanding search intensity (Bust exp); 5. otherwise. Table 3 summarizes transactions
by quality tier and market phase.

Table 3: Summary Statistics Transaction Volumes

Quality tier Boom exp Boom con Bust con Bust exp Total

Shares
Low 0.287 0.309 0.282 0.298 0.293
Medium 0.472 0.463 0.474 0.468 0.471
High 0.241 0.228 0.244 0.234 0.237
Total 0.395 0.265 0.233 0.107 1

Volumes
Low 960 692 557 273 2482
Medium 1581 1039 935 432 3987
High 808 511 481 204 2004
Total 3349 2242 1973 909 8473

Notes: The table summarizes the transaction volumes by quality tier and market phase in the

metropolitan market (Oslo).
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5. Empirical Analysis of Search by Quality Tier

In this section, we empirically investigate whether the search intensity for housing
quality varies by market phase. Sellers set an ask price that is posted on the public
listing alongside the main characteristics of the unit. We assume that the quality status
is common knowledge, as this information is included in the listing text, can be inferred
from pictures, and is observable during house visits. Buyers decide which houses to visit
and, upon visitation, whether they wish to register interest and place a bid. Our empirical
models build on a relationship between the search intensity for each individual house and
key determinants such as the ask price, hedonic characteristics, and unobservable factors
affecting search intensity. Unobservable factors include information on the extent to which
the market is characterized by a buy-first or sell-first market or the share of first-time
buyers in the market.

5.1. Benchmark OLS Model

As a benchmark specifications, we estimate a model with interaction terms between
quality tiers and market phases as described by (1). This equation is interpreted as a
reduced-form relationship:

log(Searchim) = α1mlog(Askpriceim)+α2mXim+α3mQim+α4mDτm+α5mQim×Dτm+εim (1)

Where Searchim is an N ×1 vector of dependent observations of the number Interested or
the number of Bidders for house i, i ∈ (1, ..., N) in market m, m ∈ (1, ...,M). Askpriceim

is the final ask price of house i in market m. The vector Xim contains an intercept and
hedonic characteristics, such as the age and size of the home, and the distance to the city
center (CBD). It also includes categorical variables (unit type, owner type, transaction
season, price zone). Qim represents the home’s quality tier, Q ∈ (low, medium, high).
Dτm includes the four market phases, D ∈ (boomexp, boomcon, bustcon, bustexp).

Dummies for price zones (12) are constructed as previously outlined, along with the
Haversine distance to the city center. The latter is included in the regressions to control for
spatial variations in search activity by distance to the CBD (see figure 3). The ask price is
annually deflated by the growth in consumer prices, given the length of the study period
is up to six years. This specification, which includes interactions between quality tier and
cycle phase, allows us to test whether search intensity by housing quality tier varies over
the housing cycle.

From this point forward, the market-specific notation is omitted in the discussion.
Model (1) is first estimated with α3 = α4 = 0 and all market phase variables included,
except the start of the period. The main coefficients of interest are the relative coefficients
in the vector α5. With this semi-log specification we estimate, for instance α5L − α5M ,
which approximates search dispersion -the percentage difference in relative search intensity
between low and medium-quality tiers.
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Potential identification issues include the effect of the ask price on search intensity.
In addition to unobserved quality affecting the ask price, it may also indicate the seller’s
pricing strategy. A low-price strategy may generate more search, thereby creating a simul-
taneity bias (see discussion in Genesove and Han (2012)). This could pose problems for this
paper if such strategies differ in booms and busts, a plausible scenario discussed further in
Section 6.1. Another challenge with this non-hierarchical model could be that a generally
higher search intensity for low-quality houses may bias interaction effects. Additionally,
there is a high correlation between the variables based on estimated variance inflation
factors for interaction terms Q × Dτ (between 5.4-15.5). However, the non-hierarchical
model allows for ease of interpretation and provides separate intercepts for the coefficients
of interest.9

Table 4 displays results for search intensity, measured by the number of interested par-
ties, with and without price and spatial information. Column (1) provides results without
controlling for price and location. Adding spatial information in column (2) changes the
interpretations to search for qualities given location. The coefficient estimate on, for in-
stance, low × boomexp is reduced. Controlling for ask price in column (3), this coefficient
increases. The adjusted R squared increases notably when including spatial information,
but only slightly when including price. The coefficients are positive in all specifications
and significant at a 1 per cent significance level. Note that these are measured relative to
the start of the period.

Column (Q/med) displays the estimated search dispersion based on the model in col-
umn (3). According to these results, medium-to-low quality dispersion is 19.7 percent
when the market is in the boomexp phase and notably lower and less significant in the
boomcon and bustcon phases. Conversely, medium-to-high dispersion is estimated to be
-11.6 per cent during boomexp and not significantly different from zero in the remaining
market phases. Evaluating instead column (Q/high), high-to-low quality dispersion is even
larger, at 31.2 percent in the boomexp phase, then declining and not significantly different
from zero during the bust phases.10

These results remain consistent when we adjust for differences in the supply composition
in each market phase (refer to Table 3). Here, the weight is constructed as the inverse
probability weight as compared to the supply share for the total period. Although supply
composition varies by quality tier by a few percentages, search intensity rates by quality
tier fluctuate to a much larger extent. From this, we deduce that supply composition is
not the driving factor behind our main results11.

9Also, since variation occur along two dimensions, both time and quality, simultaneously, this puts
strain on interpretations if we include too much information in this single equation model.

10All regressions use robust errors (White), which tend to increase the standard error of the estimates
in the boomexp phase and decrease them in the bust phases.

11These results are not included for brevity, but are available upon request.
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Table 4: Results of OLS Search Intensity Regressions

Dependent variable:

log(Nr Interested)

(1) (2) (3) (Q/med) (Q/high)

log(Ask price) 0.158∗∗∗

log(distance CBD) −0.285∗∗∗ −0.288∗∗∗

low × boomexp 1.086∗∗∗ 1.029∗∗∗ 1.072∗∗∗ 0.197∗∗∗ 0.312∗∗∗

high × boomexp 0.816∗∗∗ 0.787∗∗∗ 0.760∗∗∗ −0.116∗

low × boomcon 0.976∗∗∗ 0.923∗∗∗ 0.955∗∗∗ 0.150∗∗ 0.180∗∗∗

high × boomcon 0.834∗∗∗ 0.803∗∗∗ 0.775∗∗∗ −0.030

low × bustcon 0.760∗∗∗ 0.691∗∗∗ 0.704∗∗∗ 0.075∗ −0.027

high × bustcon 0.825∗∗∗ 0.790∗∗∗ 0.730∗∗∗ 0.102

low × bustexp 0.768∗∗∗ 0.694∗∗∗ 0.723∗∗∗ 0.123. 0.122

high × Bustexp 0.675∗∗∗ 0.634∗∗∗ 0.602∗∗∗ 0.002

Location factors − x x
Ask price − − x
med × market phasea x x x
Seasonal dummies x x x
Structural factors x x x
Robust errors x − −
Observations 8,473 8,473 8,473
Adjusted R2 0.071 0.134 0.137

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Notes: a.Not reported for brevity. Columns (1)-(3) displays regression results for estimating OLS model (1) with different
sets of control variables and robust standard errors (White). The excluded market phase is the start of the period, which
is a period characterized by fairly stable and low search intensity for this metropolitan market. Column (1) shows market
phase and quality tier interaction coefficients for a specification without spatial and price information. Column (2) adds
spatial information and column (3) adds in addition ask price information. Column (Q/med) shows the estimated search
dispersion from quality medium to quality Q, where the specific quality tier and market phase is given by the row label.
The same applies for column (Q/high). The significance level in the latter two columns is defined by the confidence
interval (CI) for the numeraire coefficient. For instance, a significance level of 0.01 level for the low/med estimate in the
boomexp phase indicates that the coefficient of med × boomexp is outside the 99 percent CI of the low times boomexp

estimate.
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5.2. A Negative Binomial Model

The number interested and the number of bidders are count variables, resulting in non-
normality in their distributions. These predictors are not only discrete but also overdis-
persed. To account for these properties, we estimate a zero-truncated12 negative binomial
regression model (NegBin):

log(E(Yim)) = α
′
1mAskpriceim + α

′
2mXim + α

′
3mQim + α

′
4mDτ + α

′
5mQim ×Dτm (2)

In this model, the dependent variable is replaced by the mean, Ym ∼ Nr Interested,
or Nr Bidders, and the hedonic attributes have the same interpretation as in equation
(1). The error term is captured by the log-link parameters. Table 5 shows the regression
coefficients for the variables of interest. The dispersion parameter is large in magnitude
and significant in all regressions, suggesting that the NegBin model is more appropriate
than a Poisson model.13

Evaluating the coefficients of interest, for instance the product low × boomexp, this
coefficient is statistically significant and estimated at 1.088, similar to the OLS estimate
(1.072). However, this is not generally the interaction effects in the NegBin model, rather
it contributes to the full interaction effect which can be the discrete double difference (see
Norton et al. (2004)). The second column shows the corresponding incidence rate ratios
(IRR). These results indicate that the incident rate of low-quality searches in the boomexp

phase is 2.970 times the incident rate for the reference period. Moreover, the incidence
rate for high-quality searches in the boomexp phase is only 2.216 times the start-of-period
incidence rate. Their ratio is calculated in the columns (Q/med) and (Q/high). When the
model is specified in this way, this ratio will equal the difference in coefficient estimates
(α̂′L − α̂′H), and also equal the prediction of the mean search response. Overall, results
are similar to the previous, with a pro-cyclical movement of search intensity towards low-
quality housing and a counter-cyclical movement of search intensity towards high-quality
housing.

The estimates considered so far are derived from non-hierarchical models, allowing for
straightforward interpretation. However, these models have certain limitations, as previ-
ously discussed. In the following analysis, the predictions of the mean response ˆln(Search)

are compared for models that include the main effects and where the market phase dum-
mies enter the regressions successively.14 Individual predictions are made for each quality
tier in each market phase, while other predictors are set to their mean value. Consequen-
tially, instead of measuring the results relative to the start of period, the reference period
is all the remaining market phases.

12To be sold, there must be at least one bidder and interested, therefore zero cannot occur.
13The variable log(Ask price) has a coefficient of 0.052, which is not statistically significant. The variable

log(Distance CBD) has a coefficient of -0.294 which is statistically significant. This means that for each
one per cent increase in the distance from CBD, the expected log count of the search intensity decreases
by -0.294.

14Alternatively to comparing mean responses, we could use mean values by quality tier to test for
differences by holding the characteristics constant within segments.
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Table 5: Results of NegBin Model. Search Intensity Regressions

Dependent variable:

Nr Interested

(Coeff.) (IRR) (Q/med) (Q/high)

Dispersion 0.770∗∗∗ 2.160

log(Ask price) 0.052. 1.053

log(distance CBD) −0.294∗∗∗ 0.745

low × boomexp 1.088∗∗∗ 2.970 0.198∗∗∗ 0.293∗∗∗

high × boomexp 0.796∗∗∗ 2.216 −0.095

low × boomcon 0.940∗∗∗ 2.559 0.154∗∗ 0.144∗∗

high × boomcon 0.796∗∗∗ 2.216 0.010

low × bustcon 0.649∗∗∗ 1.913 0.079 −0.048

high × bustcon 0.697∗∗∗ 2.008 0.127∗

low × bustexp 0.656∗∗∗ 1.926 0.097 0.055

high × bustexp 0.601∗∗∗ 1.824 0.043

Location factors x
Ask Price x
med × market phasea x
Seasonal dummies x
Structural factors x
Observations 8,473 8,473
Log Likelihood -30,956
θ 2.977∗∗∗ (0.465) 19.638

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Notes: a.Not reported for brevity. Column (Coeff.) shows regression results for estimation
of model (2) and column (IRR) shows incidence rate ratios. Column (Q/med) displays the
estimated search intensity ratios for, say, low quality relative to medium quality calculated as
α

′
L - α

′
M for each market phase. Column (Q/high) displays estimated search intensity ratios for

low quality relative to high quality. The significance level in these two latter columns is defined
by the confidence interval (CI) of the numeraire coefficient. A 0.01 level of significance for, say,
low quality in the boomexp phase indicates that the coefficient for Q × boomexp is outside its
99 percent CI, which is now based on z-values.
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Figure 4: Results for Search intensity ratios
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(b) NegBin vs. OLS: HIGH to LOW quality
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Notes: The figures show ratios of predictions of the mean search response from hierarchical regression models

for a metropolitan market. It includes NegBin model results (red, blue) and OLS model results (grey). The 95

% CI’s are based on asymptotic standard errors.

Figure (4) displays the results for the estimated dispersion together with the estimated
95 percent confidence intervals. Statistical details of the construction of the confidence in-
tervals are described in the Appendix. Overall, the results are very similar to the estimates
from the non-hierarchical model. Comparing the OLS and NegBin models, dispersion into
high-quality housing appears to be more counter-cyclical in the NegBin model. The asymp-
totic standard errors are everywhere smaller for these estimates, suggesting higher precision
in this model.

5.3. Other Urban Markets

In this section, results are presented for three additional urban areas, Tromsø, a low-
volatility market that experienced mainly a bust during the study period; Drammen, a
market that witnessed significant booms and a significant bust; and Trondheim, another
low-volatility market during the study period.

The price volatility measure is reported in table 6, along with the share of transactions
in each market phase.15 For both Drammen and Tromsø, the market phases are calculated
in the same way as for the metropolitan market (Oslo), based on turning points in the cycle
for monthly HPI data and turning points for average search per unit.16 The quality tiers
are also segmented in the same way as before, and the ask price is annually CPI-deflated.
All cycle phases are included (soft measure). The regressions control for search zones (6)
instead of price zones due to data availability.

Table 6 shows the results of the hierarchical negative binomial models for these urban

15Although the bust market (Tromsø) reports a fairly high share of transactions occuring during a
"booming market", the boom criteria is very soft, and these episodes are found to be small in both
magnitude and persistence (see figure 2).

16Turning points are determined by the 6 month rolling average. For Tromsø, we use quarterly HPI
and search data to construct the market phases due to thin data.
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markets.17 Specifically, these estimates show that the dispersion in search intensity from
medium to low quality housing during the boomexp phase is both important in magnitude
and statistically significant for 3 out of 4 cities, ranging from 12 - 21 percent (medium-
to-low dispersion), while not significant in one city. High-to-low dispersion ranges from
13 - 32 percent in the same market phase. In the bust phases, medium-to-high dispersion
is estimated to be between 6.5 - 13 percent and significant in two markets, while it is
insignificant in the other two markets. Due to data availability, we do not perform further
analysis for these markets.18

Table 6: Results for Search Intensity ratios in Other Urban Markets

Medium to Low Quality

boomexp boomcon bustcon bustexp Share boom Share bust

Oslo 0.199∗∗∗ 0.147∗∗∗ 0.093∗∗∗ 0.085∗∗∗ 0.69 0.31
Drammen 0.216∗∗∗ −0.107 0.119∗ 0.224∗∗∗ 0.56 0.46
Trondheim 0.123∗∗∗ 0.068 0.140∗∗∗ −0.102∗∗ 0.61 0.39
Tromsø 0.372 −0.608∗∗ −0.270 −0.839∗∗ 0.60 0.40

Medium to High Quality

boomexp boomcon bustcon bustexp Price vol.a (σ) N

Oslo −0.080∗∗ 0.022 0.097∗∗∗ 0.065∗∗ 19.1 8473
Drammen −0.108∗ −0.095 −0.020 0.085 11.4 1600
Trondheim −0.013 −0.155∗∗∗ −0.007 0.134∗∗∗ 7.1 5278
Tromsø −0.026 0.047 0.125 −0.671 7.0 335

High to Low Quality

boomexp boomcon bustcon bustexp

Oslo 0.278∗∗∗ 0.125∗∗∗ −0.004 0.021
Drammen 0.324∗∗∗ −0.012 0.139∗ 0.139∗
Trondheim 0.135∗∗∗ 0.223∗∗∗ 0.147∗∗∗ −0.236∗∗∗
Tromsø 0.399 −0.655∗∗∗ −0.395 −0.168

∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Notes: The table shows ratios of predictions of the mean search intensity response from hierarchical regression
models (equation 2) for three urban markets. a.Price volatility is estimated as the standard deviation of the local
HPI over the period studied, each normalized to 100 at the start of the period.

5.4. Intra-City Submarkets

To assess variations in search by quality and market phase within the city, results for
submarkets constructed by price zones are included. We distinguish between (1) prime
locations, (2) secondary locations and (3) distressed locations. Each submarket comprises
4 out of 12 price zones (e.g. prime locations consists of the top four prize zones). Table
7 shows estimates of search dispersion from non-hierarchical local versions of OLS-model
(1). To treat the entire area as a single market and facilitate comparisons of shifts, the
submarket estimations use the same city-wide definitions of market phases as previously
outlined. As the timing of price and search peaks can vary across submarkets, this has
implications for interpretation.

Based on these estimates, there are strong indications of larger high-to-low quality

17See regression results in table A3 in the Appendix.
18We do not have access to price zones, geographical coordinates are mostly missing for two cities, and

data is scarce for two of these urban areas.
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dispersion in prime locations in the boomexp phase, where search intensity for low-quality
housing is 42.2 per cent higher than for high-quality housing. In comparison, high-to-
low dispersion is not significant in distressed locations during this market phase. This is
consistent with a tendency to reduce unit quality to maintain "location quality" during the
expansionary phase of a boom. Model (1) is also estimated for each submarket using the
alternative spatial aggregation search zones. We also have more data when using search
zones than price zones (see table 7). This definition distinguishes between (1) search 1, (2)
search 2 and (3) search 3 locations, where search 1 is the most highly searched.19 These
estimates suggest that results are similar, but that there is a clearer hierarchy of quality
dispersion by submarket based on price zones than on search zones, and this result is very
similar when adjusting for variations in the sample sizes.20

Table 7: Results for Search intensity ratios in Intra-city Submarkets.
High-to-Low quality

Prime Search 1 Secondary Search 2 Distressed Search 3

boomexp 0.422∗∗∗ 0.398∗∗∗ 0.304∗∗∗ 0.375∗∗∗ 0.166 0.131∗
boomcon 0.219∗ 0.110 0.185∗∗ 0.199 0.183∗ 0.178∗∗
bustcon −0.064 0.124 −0.007 −0.041 0.460 0.086
bustexp 0.072∗ 0.029 0.045 0.125 0.163 −0.114
N 2.305 3.052 4.376 2.356 1.792 5.206

∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Notes: The table shows estimates of the search ratios between low and high quality during four market phases by price zone and

search zone. Price zones: Prime is defined as the most expensive locations, Secondary medium expensive, and Distressed the least

expensive locations. Search zones: Search 1 is defined as the most searched locations, Search 2 are medium searched, and Search

3 the least searched locations during the entire period.

6. Implications for Housing Market Outcomes

The theoretical model makes two predictions: (i) higher average search and prices
in preferred tiers, and (ii) spatial and qualitative ripples across tiers of search intensity
and prices. We have demonstrated that search for low-quality houses in several markets
is significantly pro-cyclical, while search for high-quality houses is counter-cyclical. In
this section, we relate this to housing market outcomes in two ways. First, we consider
housing turnover and the number of bids received at each auction. As discussed by Han
and Strange (2015), the housing market clears through both price and time. Therefore,
housing liquidity and prices are important parameters for the market outcome. Second,
we examine price growth by quality tier and ripple effects. The latter is based on VAR
analysis and Granger causality tests.

6.1. Turnover and Bids

Figure 5 (a) shows predictions of mean responses when evaluating time on market(TOM)
in model (2) as the dependent variable instead of search intensity. Although the standard

19Search 1 has an average interest of 20-25 parties per unit, Search 2 range from 15-20, and Search 3
range from 5-15 (see figure 3).

20Not reported for brevity.
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Figure 5: Results for Turnover and Bids
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(b) Nr Bids: MED to Q quality
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(c) Nr Interested: MED to Q quality

−0.1

0.0

0.1

0.2

Boom_exp Boom_con Bust_con Bust_exp

R
el

at
ive

 d
iff

er
en

ce
 in

 s
ea

rc
h 

(%
)

Notes: Figure (a)-(c) compare the predictions from a negative binomial model for different market phases. In

the predictions, all other explanatory variables are set to their mean value while market phase and housing

quality vary. 95 % CI’s are based on asymptotic standard errors.

errors are wide, this evidence supports that dispersion in search is paralleled by dispersion
in TOM in the expected way. Similar results hold in (b), which shows predictions of the
mean responses when evaluating the number of bids in model (2) as the dependent vari-
able. (c) is the previous result for search intensity based on the number interested, and is
included for convenience.

6.2. Aggregate dynamics: Search and Prices

In this section, the relationship between search intensity and aggregate price develop-
ment by quality tier is examined.A careful inspection of the search intensity data (see figure
2) reveals that the time dimension plays a significant role, as search intensity displays a
persistent trend. To some extent, we also test the quality-ripple hypothesis again using
this novel data structure.

6.2.1. Hedonic House Price Indexes

To estimate individual house price indexes (HPIs) by quality and spatial segment, we
estimate hedonic house price functions. To derive submarket HPIs, the most straightfor-
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ward method is to construct a separate hedonic model for each submarket. An alternative
approach is to include a large set of submarket-specific time dummies in the hedonic model
and use the estimated coefficients on these dummies to create local price indexes (Rouwen-
dal and Longhi (2013)). Both methods require each submarket to be large enough to
provide sufficient sample sizes and avoid thin market effects. We estimate semi-log speci-
fications with time dummies of the following form:

log(Piqm) = β′1qmDt + β′2qmXiqm + εiqm, (3)

where Piqm is the log transaction price for unit i in quality tier q sold in market m.
Dt contains quarterly time dummies and εiqm is an error term. Estimating (3) gives an
estimate of the HPI using the vector β1qm, for each q and m, conditional on its attributes
included in Xiqm together with an intercept. This is known as the hedonic time dummy
method (see e.g., Xiao and Xiao (2017)). The HPI is given for each t, relative to period 0,
by the approximation 100× exp(β̂1qm).

6.2.2. Search and Price Ripples: A VAR-model and Granger Causality

To further examine the relationship between the house price cycle and search, we test
for Granger causality between the house price index and number interested. This is carried
out both between these variables for the total market and within and between the different
spatial and quality submarkets, enabling us to investigate the spillovers between the house
price cycle and search, and spillovers between market subsets.

The VAR model is defined by:

Yqm,t = β0,qm+β1,qmYqm,t−1+ · · ·+βp,qmYqm,t−p+γ1,qmXqm,t−1+ · · ·+γs,qmSqm,t−s+εqm,t

where Yqm,t and Xqm,t represents the two variables being tested for Granger causality, alter-
nating between house prices and the number interested in all directions, for the metropoli-
tan market in total and within and between each quality and price segment. To ensure
stationarity in the series, all variables are measured as first differences of their logarithms,
and they are also seasonally adjusted. p and s are the number of lags for each variable,
chosen according to the Schwartz’s Bayesian information criteria with a maximum lag of
four due to the relatively short time series.

We follow the classical literature and first test whether there is evidence of a price ripple
across price zones for all quality classes (see Clapp and Tirtiroglu (1994); Pollakowski and
Ray (1997)). A Wald test is used to test whether the house price index (HPI) in price zone
m Granger causes the HPI in price zone m+ j. The null hypothesis is that price m does
not Granger causes m+ j, while the alternative hypothesis is that price m Granger causes
price m+ j. The HPI will thus act as a proxy for the house price cycle for each price area.

The results are shown in table 8. The HPI in prime and secondary locations is found
to Granger cause HPI in distressed locations, i.e. downwards in the price zone hierarchy.
Similarly, the HPI in secondary locations Granger causes the HPI in distressed locations.
This is in line with a price ripple effect from more to less preferred locations. However,
there is also Granger causality for the HPI from secondary to prime locations, indicating
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somewhat complex price dynamics in this metropolitan market. This is not surprising
since this time period includes both booms and busts, although the market is most often
in a boom.

Table 8: Granger Causality Tests I: Price across Price Zones

HPI Sec → → HPI Sec

Price zone Quality F p-value Lag F p-value Lag
Prime All 12.854 0.000*** 2 0.141 0.869 2
Sec All - - - - - -
Dist All 8.731 0.003*** 2 0.950 0.408 2

Price zone Quality F p-value Lag F p-value Lag

HPI Dist → → HPI Dist

Prime All 2.923 0.077 4 6.502 0.008*** 4
Sec All 0.950 0.408 2 8.731 0.003*** 2
Dist All - - - - - -

Notes: The VAR estimation procedure starts with four potential lags and selects the

number of lags for each relationship using the AIC criterion.

We then test whether the house price cycle affects search or the opposite. This is done
for each price zone and each quality segment, as well as in total. Table 8 tests Granger
causality between the HPI and search intensity. The results of the Granger causality tests
indicate that search is only affected by the house price cycle in the low-quality segment
in prime locations and for distressed locations when looking at all quality tiers, at a 5 %

significance level. However, search Granger causes the price cycle for most quality and
submarket segments, with a typical time lag of 1-2 quarters. We conclude that search is an
important factor contributing to the house price cycle, but the (lagged) house price cycle
only seems to affect the number of interested parties for a few segments of this housing
market.21 This is in line with the prediction of the theoretical model considered.

21Simultaneity is detected for low quality and HPI in Prime locations and for all qualities and the HPI
in Distressed locations.
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Table 9: Granger Causality Tests II: Price and Number Interested

HPI → Search Search → HPI

Price zone Quality F p-value Lag F p-value Lag
Prime Low 14.673 0.000*** 2 8.951 0.002*** 2
Sec Low 1.269 0.274 1 5.727 0.027** 1
Dist Low 1.458 0.262 2 5.772 0.013** 2
City tot Low 3.837 0.065 1 1.537 0.230 1

Prime Medium 0.109 0.745 1 1.921 0.182 1
Sec Medium 0.453 0.509 1 0.973 0.336 1
Dist Medium 0.587 0.453 1 8.959 0.008*** 1
City tot Medium 1.415 0.249 1 7.569 0.013** 1

Prime High 0.016 0.899 1 0.286 0.599 1
Sec High 0.672 0.524 2 3.182 0.069 2
Dist High 0.060 0.809 1 5.241 0.034** 1
City tot High 1.415 0.249 1 0.339 0.567 1

Prime All 0.176 0.68 1 1.816 0.194 1
Sec All 2.194 0.155 1 8.927 0.008*** 1
Dist All 4.876 0.040** 1 7.569 0.013** 1
City tot All 2.181 0.156 1 14.120 0.001*** 1

Notes: The VAR estimation procedure starts with four potential lags and selects the

number of lags for each relationship using the AIC criterion.

The final table, table10, for the Granger causality tests in this section provides the
results for tests of ripples between the number of interested parties per unit across quality
segments. These results indicate search ripples downward the quality tiers, in line with the
predictions of Williams (2018). Specifically, we see that search for high-quality housing
Granger causes search for low-quality housing in prime locations, with a level of significance
of 1 % and a typical lag of 3 quarters. This is also in line with our previous findings
of significantly increased dispersion of search into low quality during the expansionary
phase of the boom in prime locations. Likewise, medium-quality Granger cause low-quality
housing in distressed locations, and high-quality Granger causes medium-quality housing
in distressed locations and for the city total.

However, these results also indicate quality ripples upward the quality tiers, but only
for prime locations. This is in line with our results for increased dispersion in favor of high
quality during busts. Overall, these results point to a complex ripple of search intensity
between housing quality tiers within price zones, where the search ripple moves in both
directions of the quality tier when testing a period that contains both booms and busts.
However, the results are most often significant down the quality hierarchy
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Table 10: Granger Causality Tests III: Number Interested across Quality Segments

Search High → → Search High

Price zone Quality F p-value Lag F p-value Lag
Prime Low 8.998 0.002*** 3 3.763 0.038** 3
Sec Low 1.273 0.273 1 0.501 0.488 1
Dist Low 1.186 0.374 4 0.479 0.751 4
All Low 2.224 0.134 3 6.967 0.005*** 3

Search Med → → Search Med

Price zone Quality F p-value Lag F p-value Lag
Prime Low 0.316 0.580 1 4.420 0.049** 1
Prime High 0.003 0.957 1 0.004 0.949 1
Sec Low 0.594 0.450 1 0.007 0.933 1
Sec High 2.123 0.152 2 2.696 0.098 2
Dist Low 4.851 0.040** 1 3.831 0.065 1
Dist High 0.796 0.554 4 5.649 0.012** 4
All Low 2.363 0.141 1 0.015 0.903 1
All High 2.395 0.123 2 7.709 0.005*** 2

Notes: The VAR estimation procedure starts with four potential lags and selects the

number of lags for each relationship using the AIC criterion.

Lastly, table 11 shows the estimated house price growth by quality tier for boom and
bust episodes lasting at least half a year. As can be seen, the HPI for low-quality homes
increased by 64.4 percent during the major boom (4-2013 - 3-2016), while it increased by
46.3 percent for medium-quality homes and 39.6 percent for high-quality homes, suggesting
a clear ranking of price growth by quality tier. During the subsequent boom con episode,
the price growth was notably higher for high-quality houses. During the bust episodes, the
evidence is mixed.

Table 11: House Price Growth by Boom and Bust Episode

House price growth

Episode Low Medium High

1 4-2013 - 3-2016: Boom exp 0.644 0.463 0.396
2 3-2016 - 1-2017: Boom con 0.082 0.090 0.192
3 1-2017 - 3-2017: Bust con −0.110 −0.097 −0.090
4 2-2018 - 4-2018: Bust con −0.029 −0.030 −0.043

Notes: The table shows estimates for house price growth per episode. These are
based on quarterly data, as opposed to the previous definition based on monthly
data. There is one quarter during the Boom exp episode where aggregate search
intensity declines and one quarter where aggregate prices declines. These are
included in the episode.
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7. Robustness Analysis

This section includes results for various alternative measures of search and aggregations
used in the cross-sectional analysis. Figure 6 (a) shows results for an alternative market
phase criterion where the smallest boom and bust are omitted. This works to increase
the estimated dispersion in the bust phases. Figure 6 (b) shows results for the alternative
search variable Number of Bidders. The interactions between quality and market phase
are even more significant with this alternative search variable, and all with the expected
sign (see table A4 in the Appendix)22. Using the alternative spatial weights in (c), our
main results also hold.

7.1. Threats to Identification and Miscellaneous

A reasonable concern is that there may be biases in the composition of the available
inventory over time, such that certain housing qualities are overrepresented in some mar-
ket phases and underrepresented in others. This can have a direct impact on our response
variables, as a lower inventory with certain qualities can lead to intensified search due to
supply shortness. As shown in table 3, the low-quality segment is somewhat underrepre-
sented in Boom exp (28.1 percent of the inventory compared to the period’s total share of
29.3 percent). However, the difference is small compared to the large dispersion in search
intensity. The high quality composition is representative at its period average of 0.237
during Bust con, when the dispersion in favor of high quality tends to peak according to
our results.

To better account for potential endogeneity in the model due to omitted attribute
variables, model (1) is re-estimated including CPI-adjusted price valuations constructed
at the time of sale for a sub-sample of the dataset (N=5,920) for which we have access to
valuations. The valuations are based on a more comprehensive set of attributes than in
our dataset. We first regress log(V aluation) on log(Askprice) in the first stage, and then
add the residual from the first stage in the second stage (model 1). As can be seen in table
(A5) in the Appendix, this does not affect the results notably. However, the estimated
dispersion in favor of high quality during busts increases in magnitude. We may also be
concerned about the simultaneity of search and price, for instance that the seller’s pricing
strategy affects the search intensity. Price and search are interrelated in a complex way,
and more complicated models are needed to better account for their relationship.23

Figure A1 in the appendix breaks the quality segments down to (most of) their basic
attributes in a submarket. Buyers are more likely to search for unmaintained and very small
houses during house price booms in prime locations. Note also that the cyclical patterns
in this descriptive graph all move in the same direction by quality segment. Finally, we
also collect data on online screening from the largest home sale portal Finn.no. Figure A2

22The coefficient on the ask price is estimated to -0.467 and is highly significant in this model, quite
similar to Han and Strange (2016) which reports an estimate for a large North American metropolitan
area of -0.499 in the most similar specification.

23Our main issue would be if ask price is correlated with the interactions Boom×Quality and Bust×
Quality, with variations in the correlation among qualities
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Figure 6: Results for Search Intensity ratios with Alternative Measures

.
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(b) Nr Bidders: Q to MED quality
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(c) Alternative spatial: Q to MED quality
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Notes: The figures show ratios of predictions of the mean search response from hierarchical regression

models for a metropolitan market. Figure (a) provides predictions from a negative binomial model for

different market phases using a stricter market phase criterion. Figure (b) provides predictions using the

alternative search variable Number of Bidders. Figure (c) includes the alternative spatial aggregation search

zones. In the predictions, all other explanatory variables are set to their mean value while market phase and

house quality vary. 95 % CI’s are based on asymptotic standard errors.
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in the appendix displays the variation in active screenings for renovation quality wordings.
Although the time periods and geographical region (mostly) differ due to data availability,
there is a clear increase and later decrease in the screening for unmaintained houses that
correlates with the house price cycle. Screening for "renovated" wordings is everywhere
low, which may indicate that this attribute is not actively screened for by searchers, while
"unmaintained" is.

7.2. Additional Note: Policy Changes and Sources of Shocks

During the study period (2013-2019), two important policy changes occurred that af-
fected the housing markets under study. The first was a reduction in the key policy rate in
housing markets that were already in a boom in many cases.24 This can be interpreted as
a positive income shock, as many households increased their borrowing capacity. However,
due to the sharp rise in house prices that followed this turned out to have a negative net
effect for first-time buyers.25 This is supported by a significant reduction in the volume
of first-time purchases during this period of around 20 percent.26 Evidence also point to
an increase in investment purchases in the main Metropolitan city during the booming
period, however this appear to be small for the other cities.27 In response to these effects,
the government implemented stricter borrowing constraints, which came into effect in Jan-
uary 2017 with the introduction of a maximum loan-to-income limit. Although beyond the
scope of this study, we note that income and credit shocks, as pointed to in the literature
(see table 1), may have contributed to these results.

8. Conclusion

In this article, we have presented an empirical study of quality ripples in housing search
intensity, utilizing fine-scale data on housing search and transactions. We believe that
we make an empirical contribution to the literature by combining micro data on search
activity at housing auctions with rich cross-sectional information in our analysis. The
spatial segmentation used is based on a carefully estimated price-zone approach. Our key
finding is that aggregate search intensity (the ratio of buyers to sellers) by housing quality
tier displays clear variations over the housing cycle.

Our key finding is that relative search for lower quality housing is significantly pro-
cyclical, while relative search for high quality housing is counter-cyclical, albeit to a lesser

24Following the oil price crisis during 2014-2016, the Norwegian policy rate were reduced from its already
low level 1.5 in 2013-2014 to 0.50 in the spring of 2016 and remained at this level until autumn 2018. This
contributed to fuel many local housing markets whose labor markets were not particularly affected by the
oil price crisis.

25See e.g. Mamre (2021) who estimate a drop in the purchasing power index of a representative single
local first-time-buyer from 16.5 per cent in 2015 to 9.3 per cent in 2016 and down to 1.8 per cent in 2017 in
the capital Oslo. The numbers refer to the proportion of transacted homes a representative first-time-buyer
could afford and is an aggregate measure/index.

26Source: https://nef.no/historisk-boligstatistikk/
27The estimated share of buy-to-let as share of the total housing stock decreased from 17.2 per cent in

Oslo during 4-13 to 4-15, then increased 16.7 per cent in 4-16 and 17.25 per cent in 2-19. The share of
buy-to-let were fairly stable around 9-10 per cent in Drammen during the later period 2019-2023 for which
we have data, and similar for Tromsø and Trondheim (NEF, Eiendomsverdi, SØK analyse 2024).
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extent. This effect is particularly strong in prime locations. During major booms the
dispersion is greater, while during busts this ripple is reversed. The results remain robust
if we instead use the number of bidders as a measure of buyer search, or if we instead
use an alternative spatial aggregation of search zones. Results are also similar when we
include price valuation information based on a richer set of housing characteristic in the
estimations and adjust for differences in supply.

We relate this to housing market outcomes in two ways. First, our findings document
that search by quality tier is related to housing turnover, the number of bids received and
price growth in the expected way. Second, based on VAR analysis and Granger causality
tests, our paper demonstrates a positive relationship between search intensity and overall
price growth by quality tier, where changes in search tend to precede changes in house
prices.

Our results align largely with theoretical predictions and are somewhat consistent with
claims often made by realtors; that buyers are more selective in busts, while "anything
goes" in booms. The results are also in line with studies such as Landvoigt et al. (2015) and
Ho et al. (2008), although there are some important differences in the scope and dynamics
considered. The results are also somewhat consistent with what is often claimed by realtors;
that buyers are more selective in busts, while “anything goes” in booms. One limitation of
our analysis is the lack of identifying information about the searchers across auctions and
study volumes. Future work could benefit from studying search at the individual level to
disentangle the effects of existing homebuyers and clientele effects. Lastly, we acknowledge
that new housing construction can play a significant role in several markets. However, due
to the geographical characteristics of the cities studied here and low supply-elasticities, we
anticipate that new construction plays a smaller role in counteracting dispersion in these
markets.

9. Appendix

9.1. Statistical Detail on Mean Response Predictions and Construction of Con-
fidence Intervals

Model 1 (OLS):

Y1 = ln(S) = x′β + e, where x′ = (1, x1, ..., xk) and β′ = (β0, β1, ..., βk).

e is a stochastic error term with expectation 0. The expected response is μ1 = μ1(x) =

E(ln(S)) = x′β. Parameters of interest, search ratios, labeled θ1, are determined by
comparing the effect on S of two different vectors x, denoted xA and xB (in our case they
consist of different housing quality and otherwise identical variables). This becomes:

θ1 = E

(
ln

Y1(xA)

Y1(xB)

)
= μ1(xA)− μ1(xB) = (xA − xB)

′β.
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Since ln(1 + a) ≈ a ,when |a| is small, this becomes θ1 = E
(
ln

(
1 + Y1(xA))

Y1(xB) − 1
))

≈
E
(
Y1(xA)
Y1(xB) − 1

)
= E

(
Y1(xA)−Y1(xB)

Y1(xB)

)
.

Model 2 (NegBin):

Since S ≥ 1,

S = 1 + Y2, where Y2 is negatively binomially distributed over {0, 1, 2, ...}.

The expected response is μ2 = E(Y2) = E(S) − 1,with linear predictor η = x′γ =

ln(μ2),

and link g(x) = ln(x), where γ′ = (γ0, γ1, ..., γk). Thus, μ2 = μ2(x) = E(Y2) =

ex
′γ . Parameters of interest, θ2, become:

θ2 = ln

(
E(Y2(xA))

E(Y2(xB))

)
= ln

(
E(S(xA))− 1

E(S(xB))− 1

)
= ln

(
μ2(xA)

μ2(xB)

)
= (xA − xB)

′γ.

And as before, θ2 ≈ μ2(xA)−μ2(xB)
μ2(xB) .

Confidence intervals (CI):

This shows that both θ1 = (xA − xB)
′β and θ2 = (xA − xB)

′γ are linear and can be
estimated based on maximum likelihood estimators β̂ and γ̂. The construction of the CI
in both cases is based on the asymptotic covariance matrices, Cj , j = 1, 2 for β̂ and γ̂,
respectively. The standard error for, say, θ̂1 becomes SE(θ̂1) =

√
(xA − xB)′C1(xA − xB)

and the asymptotic CI becomes θ̂1 ± z × SE(θ̂1), where z is a quantile in the standard
normal distribution. The case of NegBin is exactly identical, based on the covariance C2.

9.2. Data and Spatial Aggregation Detail

The transaction data only include units sold in free sale, and there are no foreclosures.28

A few transactions were contracts with a negative dwelling age of -1 to -2 years. These and
a few transactions with an erroneously high housing age were removed from the dataset.
Units with a very low ask price have been deleted. Subsequently, only residential units
were included, and all leisure and commercial properties were removed. Furthermore, only
transactions after a certain time period for each city are included as data prior to this
time period is very sparse. Some sales lack geographical coordinates (long, lat). For the
main market Oslo, these are supplemented from Google Maps (rounded up to 8 decimals).
Finally, a set of standard important characteristic variables is selected.

The price zones are estimated using the methodology described by Sommervoll and

28Poorly maintained units is shown to be overly represented in foreclosures.
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Sommervoll (2019).29 This flexible aggregation method allows us to find areas that are
spatially distant that have similar location premiums. The algorithm can be summarized
as follows, in our case:

1. Estimate an auxiliary hedonic house price regression.
2. Use a grid to partition Oslo into rectangular cells and restrict the number of sub-

markets to be fixed at 12.
3. Search for maxima in R2 for the auxiliary hedonic regression by varying the spatial

aggregation of the cells using a genetic algorithm, a variant of gradient ascent.
4. The final result is an aggregation of 373 zip codes to 12 submarkets, represented by

a 373-dimensional vector (7, 2, 7, 1, 12, . . . ) with cells estimated to have the highest
location premium in price zone nr. 12 and the lowest in price zone nr. 1.

29The method employed is described in 4.1 Genetic algorithm, p.243-.
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9.3. Summary Statistics Other Urban Markets

Table A1: Summary Statistics in three Urban Areas

Trondheim

Time period: jan. 2013 - jan. 2018. N=5,278

Variable Mean Median SD Min Max

Interesteda 7.24 4.0 10.0 1 169
Bidders 2.09 2.0 1.4 1 19
Bids 6.35 5.0 5.6 1 47

Transaction price 0.32 0.28 0.14 0.03 1.55
Ask price 0.31 0.28 0.14 0.04 1.51
Fully renovated 0.13
Unmaintained 0.03
Size in m2 94.6 79.0 53.0 15 481
Dwelling age 43.5 43.0 33.3 1 359

Tromsø

Time period: apr. 2014 - jun.2018. N=335

Variable Mean Median SD Min Max

Interested 5.74 4.0 5.7 1 36
Bidders 1.86 2.0 1.1 1 8
Bids 5.41 4.0 4.7 1 35

Transaction price 0.35 0.31 0.14 0.07 1.0
Ask price 0.35 0.31 0.14 0.07 0.85
Fully renovated 0.065
Unmaintained 0.02
Size in m2 98.9 84.0 57.0 24 462
Dwelling age 29.1 21.0 28.2 0 176
Distance CBDb 3.61 2.52 3.92 0.07 38

Drammen

Time period: nov. 2014 - may 2019. N=1,600

Variable Mean Median SD Min Max

Interested 7.24 5.0 6.0 1 54
Bidders 2.14 2.0 1.3 1 11
Bids 6.44 5.0 5.5 1 39

Transaction price 0.31 0.27 0.13 0.07 1.01
Ask price 0.30 0.27 0.13 0.07 1.03
Fully renovated 0.155
Unmaintained 0.055
Size in m2 99.2 83.0 53.4 14 374
Dwelling age 49.8 45.0 35.1 0 326

Note: The table shows summary statistics for the main variables in the
cross-sectional dataset. Prices in USD million, with exchange rate 10.63.
a.Summary statistics for Nr Interested for Trondheim are for the smaller
sub-sample (N=4,402) for which we have access to data. b. Distance to
Center is the Haversine distance to the Tromsø Central region.

33



9.4. Results from House Price Cycle Analysis

Table A2: Boom and Bust Episodes in Real House Prices in a Metropolitan Market. Period: 1.2003-4.2023

Booms

Episode Magnitude Duration Severity

1 jul. 05 - feb. 07 0.312 20 3.123
2 nov. 15 - feb. 17 0.294 16 2.355
3 jan. 14 - jul. 15 0.210 19 1.996
4 jan. 12 - apr. 13 0.120 16 0.963
5 may 20 - feb. 21 0.162 10 0.812
6 jul. 03 - feb. 04 0.187 8 0.747
7 jan. 09 - aug. 09 0.161 8 0.645
8 aug. 10 - may 11 0.117 10 0.583
9 jul. 04 - feb. 05 0.104 8 0.414

10 jan. 18 - jul. 18 0.080 7 0.282
11 jan. 19 - aug. 19 0.054 8 0.215
12 dec. 21 - aug. 22 0.045 9 0.202
13 dec. 09 - may 10 0.042 6 0.126
14 jun. 11 - dec. 11 0.022 7 0.077
15 nov. 19 - feb. 20 0.033 4 0.066
16 jul. 07 - aug. 07 0.017 2 0.017
17 jan. 08 - mar. 08 0.008 3 0.012

Busts

Episode Magnitude Duration Severity

1 mar. 17 - dec. 17 −0.138 10 −0.690
2 apr. 08 - dec. 08 −0.147 9 −0.661
3 may 13 - dec. 13 −0.088 8 −0.353
4 mar. 21 - nov. 21 −0.047 9 −0.210
5 sep. 07 - dec. 07 −0.066 4 −0.132
6 sep. 22 - nov. 22 −0.079 3 −0.119
7 aug. 18 - dec. 18 −0.036 5 −0.090
8 aug. 15 - oct. 15 −0.038 3 −0.057
9 mar. 04 - jun. 04 −0.028 4 −0.056

10 mar. 05 - jun. 05 −0.047 9 −0.045
11 mar. 07 - jun. 07 −0.018 4 −0.036
12 sep. 09 - nov. 09 −0.024 3 −0.036
13 mar. 20 - apr. 20 −0.035 2 −0.035
14 sep. 19 - oct. 19 −0.024 2 −0.024
15 jun. 10 - jul. 10 −0.013 2 −0.013

Notes: The tables show the boom and bust episodes detected by the Harding
and Pagan (2002) algorithm, ranking them according to their magnitude (real
price growth), duration (length in months) and severity (a combination of the
two). Episodes that fall within the time frame of our dataset are highlighted
in red.
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9.5. Additional Results 1: Estimation Results in Other Urban Markets

Table A3: Results of NegBin Search Intensity Regressions in three Urban markets

Dependent variable:

Nr Interested/Nr Bidders

(Drammen) (IRR) (Trondheim) (IRR) (Tromso) (IRR)

Dispersion 0.847∗∗∗ 2.332 1.406∗∗∗ 4.080 0.550∗∗∗ 1.733
(0.061) (0.119) (0.165)

log(Ask price)a −0.102 0.903 −0.360∗∗∗ 0.698 −0.001 0.999
(0.083) (0.061) (0.232)

low × Boomexp 0.325∗∗ 1.384 0.592∗∗∗ 1.808 0.302 1.352
(0.116) (0.112) (0.554)

med × Boomexp 0.115 1.122 0.472∗∗∗ 1.603 0.094 1.098
(0.090) (0.103) (0.454)

high × Boomexp 0.009 1.009 0.458∗∗∗ 1.581 0.116 1.123
(0.098) (0.106) (0.449)

low × Boomcon −0.140 0.870 0.591∗∗∗ 1.805 −0.471 0.625
(0.171) (0.116) (0.450)

med × Boomcon −0.046 0.955 0.538∗∗∗ 1.713 0.047 1.048
(0.122) (0.103) (0.381)

high × Boomcon −0.148 0.862 0.393∗∗∗ 1.481 0.146 1.158
(0.143) (0.109) (0.391)

low × Bustcon 0.123 1.131 0.428∗∗∗ 1.534 −1.002∗ 0.367
(0.115) (0.116) (0.503)

med × Bustcon −0.000 1.000 0.297∗∗ 1.346 −0.783∗ 0.457
(0.097) (0.104) (0.388)

high × Bustcon −0.033 0.967 0.283∗∗ 1.327 −0.652. 0.521
(0.108) (0.109) (0.396)

low × Bustexp 0.203 1.225 0.407. 1.502 −0.186 0.830
(0.128) (0.211) (0.733)

med × Bustexp −0.026 0.974 0.509∗∗∗ 1.663 0.614 1.847
(0.100) (0.129) (0.408)

high × Bustexp 0.052 1.053 0.645∗∗∗ 1.906
(0.110) (0.132) − −

Search zones x x x
Nr Bidders − x −
Seasonal dummies x x x
Structural factors x x x
Observations 1,600 5,299 335
Log Likelihood -4,499 -7,330 -765
θ 3.291∗∗ (1.270) 5.134∗∗∗ (0.914) 0.375 (3.688)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Notes: The table shows regression results for three urban markets. Columns (Coeff.) display regression results for estimation
of model (2) and column (IRR) shows incidence rate ratios. Note that these interaction coefficients are measured relative to
a reference period and our scope is the relative differences of coefficients. a.A Hauck-Donner effect is detected in the Ask
price variable in the Trondheim regression.
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9.6. Additional Results 2: Number of Bidders

Table A4: Results of NegBin Search intensity regressions. Alternative Search Variable

Dependent variable:

Nr Bidders

(Coeff.) (IRR) (Q/med)

Dispersion 1.390∗∗∗ 4.016
(0.058)

log(Ask price) −0.467∗∗∗ 0.627
(0.036)

log(Distance CBD) −0.154∗∗∗ 0.857
(0.018)

low × Boomexp 0.592∗∗∗ 1.808 0.194∗∗∗
(0.074)

high × Boomexp 0.366∗∗∗ 1.442 −0.032
(0.075)

low × Boomcon 0.479∗∗∗ 1.614 0.161∗∗
(0.075)

high × Boomcon 0.382∗∗∗ 1.465 0.064
(0.079)

low × Bustcon 0.112 1.119 0.124
(0.079)

high × Bustcon 0.108∗∗∗ 1.114 0.120
(0.084)

low × Bustexp 0.083 1.087 0.068
(0.086)

high × Bustexp 0.169∗∗∗ 1.184 0.153∗
(0.092)

Location factors x
med × market phasea x
Seasonal dummies x
Structural factors x
Observations 8,473
Log Likelihood -15,443
θ 8.526∗∗∗ (0.559)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Notes: a.Not reported for brevity. Column (Coeff.) shows regression results
for estimation of model (2) with the number of bidders as the explanatory
variable and column (IRR) shows incidence rate ratios. Column (Q/med)
displays the estimated search intensity ratios. The significance levels for the
estimates in this column is defined by the confidence interval (CI) of the
numeraire coefficient. A 0.01 level of significance for, say, low quality in the
boomexp phase indicates that the coefficient for Q × boomexp is outside its
99 percent CI.
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9.7. Additional Results 3: Price Valuations

Table A5: Results of OLS Search intensity regressions. With and without Price valuation

Dependent variable:

log(Nr Interested)

(1) (2) (Q/med 1) (Q/med 2)

log(Ask price) 0.170∗∗∗ 0.194∗∗∗
(0.037) (0.036)

log(Distance CBD) −0.275∗∗∗ −0.262∗∗∗
(0.019) (0.019)

low × Boomexp 1.047∗∗∗ 0.928∗∗∗ 0.201∗∗∗ 0.205∗∗∗
(0.073) (0.072)

high × Boomexp 0.742∗∗∗ 0.682∗∗∗ −0.103 −0.041
(0.072) (0.070)

low × Boomcon 0.994∗∗∗ 0.856∗∗∗ 0.189∗∗ 0.185∗∗
(0.076) (0.074)

high × Boomcon 0.774∗∗∗ 0.703∗∗∗ −0.031 −0.058
(0.076) (0.075)

low × Bustcon 0.730∗∗∗ 0.641∗∗∗ 0.129∗ 0.123
(0.078) (0.076)

high × Bustcon 0.714∗∗∗ 0.698∗∗∗ 0.113 0.180∗∗
(0.078) (0.076)

low × Bustexp 0.789∗∗∗ 0.704∗∗∗ 0.235∗∗∗ 0.240∗∗∗
(0.085) (0.084)

high × Bustexp 0.511∗∗∗ 0.486∗∗∗ −0.043 0.022
(0.087) (0.085)

Location factors x x
Valuation − x
med × market phasea x x
Seasonal dummies x x
Structural factors x x
Robust errors x x
Observations 5,920 5,920
Adjusted R2 0.137 0.173

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
Notes: a.Not reported for brevity. Column (Coeff.) shows regression results for an estimation of model
(1) and column (2) shows regression results for an estimation of model (1) including price valuation
information. Columns (Q/med) and (Q/high) displays the estimated search intensity ratios. The
significance levels for the estimates in these two latter columns is defined by the CI of the numeraire
coefficient. A 0.01 level of significance for, say, low quality in the boomexp phase indicates that the
coefficient for Q × boomexp is outside its 99 percent CI.
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9.8. Additional Figures I: Summary statistics by Quality Component

Figure A1: Housing Search by Phase and Quality Component in Prime Locations
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Notes: The figure shows the average search intensity in Prime locations decomposed by

house quality measures. A unit is renovated or unmaintained if it is listed as fully

renovated or unmaintained. A neutral unit contains no such information in the listing.

House sizes are defined as size sixtiles or quintiles, depending on the size distribution in

the city.
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9.9. Additional Figures II: Online Screening for Renovation Wordings

Figure A2: Online Screening for Renovation Wordings
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Notes: Data is compiled by Finn.no and counts screening (online search) for various wordings on
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the existing empirical studies typically report mixed results for the income - distance gradient
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and amenity concentration for hypotheses about the income-distance gradient. By extracting

data from a geographic database, we distinguish between amenity-rich and amenity-poor city

centers relative to the larger urban area in eight Swiss cities. Although their concentration

may be related in a complex way to other fundamental drivers, our findings reinforce the

importance of amenities for household location choice. In line with theory, we estimate

an inverse relationship between the degree of amenity-superiority of the city center and the
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I. Introduction

The spatial sorting of households in city regions has gained considerable attention in

recent decades. Following the seminal work of Alonso (1964), Mills (1967), and Muth (1968),

urban economists have identified commuting costs as a key determinant of household location

choice. The traditional urban model posits that, under specific conditions, high-income

households choose to reside near the Central Business District (CBD). However, subsequent

research have explored other determinants of location choice, with one noted limitation

of the classical model being the absence of spatial differences in access to transportation

and amenities. When expanding the analysis to account for amenities, Brueckner, Thisse,

and Zenou (1999) suggest that high-income households may reside closer to the CBD if the

amenity advantage of the CBD is large, or reside near the city’s edge if the amenity advantage

of the CBD is marginal. Other studies put emphasis on the enduring value of natural

amenities for cities (Albouy (2016)) and their impact on the income distribution within

cities over time (Lee and Lin, 2018). Consequentially, idiosyncratic city characteristics and

amenity concentration may be influential for hypotheses about the income-distance gradients

across cities.

The empirical studies on household location choice often report mixed results for the

income - distance gradient, with income estimated to both increase and decrease with dis-

tance to the work center(s) (see e.g., Cuberes, Roberts, and Sechel (2019)), Axisa, Scott,

and Bruce Newbold (2012)), Rosenthal and Ross (2015)). These mixed results are observed

across different countries, urban settings, and time periods, with some geographical variation.

Importantly, despite growing evidence highlighting the significance of relative amenity values

of locations, this is typically not addressed in this empirical literature, largely due to the

difficulties involved in measuring amenities and the large number of inter-related variables

involved. Further, the recreational value of nature amenities found at the city’s edge and

the value attributed by households to a larger proportion of villas are not usually accounted

for.

In this paper, we examine household location choice in Switzerland. Our study con-

tributes to the current income and amenity-based sorting literature, primarily focused on

the United States. The advantage of studying smaller cities is that the monocentric city as-

sumption is more likely to hold, given that these cities generally have one well-defined center

of commercial and social activity. The Swiss cities studied also share similar institutional

settings. We use a representative survey of households (Swiss Household Panel) in eight

cities from 1999-2014 to explore how household income, amenities, transportation, and local

variations in taxes influence household location choice. Information from the geographical
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database Open Street Map is retrieved for six categories of amenities. The analysis differen-

tiates between urban amenities such as restaurants and theatres and natural amenities such

as recreational areas, lakes, and national borders. Lakes and lake views constitute impor-

tant natural amenities, while national borders offer access to foreign amenities and limit the

extent to which a city can expand its territory.

We document that the number of urban amenities is spatially patterned and decreases

quickly with distance to the city centers in these urban areas. However, the degree of concen-

tration varies significantly across cities. We distinguish between amenity-rich and amenity-

poor city centers relative to the larger urban area. Our findings reinforce the importance of

amenities’ pull factor. Although their concentration may also be related in complex ways to

unobserved effects such as agglomeration benefits (Rosenthal and Strange (2004)), peer ef-

fects ((Schmidheiny, 2006)), or ”superstar dynamics” ((Gyourko, Mayer, and Sinai, 2013))1,

our results suggests that amenities and amenity value are influential for location choice.2

The key finding is an inverse relationship between the level of intra-city amenity con-

centration and the income-distance gradient. This pattern is even more pronounced when

we relax simplifying assumptions, and it aligns with predictions from an extended canoni-

cal urban model (Brueckner et al., 1999). These predictions serve as long-term insights, in

contrast to short-term responses to various shocks. We address the endogeneity of amenities

and household location choices by considering alternative specifications with more exogenous

amenities such as natural amenities and the level of taxes, and by using a supply elasticity

instrument. To relax the assumption of full household mobility, separate results are esti-

mated for the subset of households who recently moved. These findings have significant

implications for the amenity-based sorting literature and local urban planning.

Additionally, we examine household responses to increases in transportation. Our find-

ings indicate that enhanced transportation access outside the CBD is associated with house-

holds locating further from the CBD across all cities. For instance, a one standard deviation

increase in transportation access outside the CBD, equivalent to the addition of 50 plat-

forms, is estimated to increase households distance to CBD by as much as 50 per cent in

the transportation-rich canton of Basel. Insights are further enriched when we consider

household characteristics and fiscal differentials. Certain factors, such as age and type of

household, may influence how households value amenities. The significant variation in in-

come taxes within these city regions may serve as a considerable pull factor, influencing

1High house prices and price-to-rent ratios in ”superstar” areas characterised by low housing supply
and high demand may crowd out lower-income households. In the city Zürich this is a plausible theoretical
channel.

2For instance, the level of amenities can affect the quality of living but also attract production and jobs
or more attractive peers (neighbors).

2



household location decisions (Schmidheiny (2006)). Finally, an illustrative empirical analy-

sis involving spatial non-linearities is provided. A triple interaction partial model suggests

that there may be important dependencies between the spatial patterning of dwelling types

and nature amenities that, when taken into account, works to invert the income gradients.

However, more work remains to incorporate such spatial non-linearities in fully specified

models of household location choice.

The remainder of the paper is structured as follows. In section II, we present a brief

overview of the literature. In section III, inference for the income gradient of amenity con-

centration is discussed based on a canonical theoretical model of household location choice.

In section IV, background and descriptive statistics for the data is provided. The empirical

results are discussed in section V and simplifying assumptions along several dimensions are

relaxed in section V.B. Section VI concludes our findings.

II. Related Literature

The topics of local income concentration, amenities, and spatial patterns have remained

at the forefront of urban economics literature. The significant impact of amenities (and

disamenities) on the urban distribution of population and housing rents has been widely

recognized, following the seminal works of Rosen (1979) and Roback (1982), and more re-

cently, Ng (2008). The majority of studies have primarily investigated the extent to which

individual amenities are valued by households. The positive effects of specific amenities,

like forests (Hand, Thacher, McCollum, and Berrens, 2008), climate amenities (Lu, 2020),

waterfront access (Lee and Lin, 2018), and ocean views (Rappaport and Sachs, 2003) have

been documented. However, few studies have incorporated a broad range of amenities and

household characteristics into their analyses.

The spatial income pattern in many U.S. metropolitan areas, where median income in-

creases with distance from city centers, is a well-documented phenomenon (Rosenthal and

Ross, 2015). This pattern is so prevalent in the U.S. that it has informed the concept of

poor cities and affluent suburbs (Jargowsky, 1997; Glaeser, Kahn, and Rappaport, 2008;

Brueckner and Rosenthal, 2009). However, after controlling for amenities and other factors

influencing household location choice, this salient income pattern appears to be less pro-

nounced, and recent literature points to disparities in location choices between amenity-rich

and amenity-poor cities Letdin and Shim (2019)3.

3The study confirm the overall negative income gradient for U.S. cities but does not control for differences
in access to natural amenities or consider intra-city differences in amenity concentration.
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In contrast, studies focusing on European cities have reported mixed results, with sig-

nificant variations in the direction of the spatial income coefficient. For instance, Brueckner

et al. (1999) demonstrate that in French cities, such as Paris and Lyon, income is typically

higher in the center. Similar patterns are observed in other European and Latin Ameri-

can cities (Hohenberg and Lees, 1995; Ingram and Carroll, 1981). Examining U.K. cities,

Cuberes et al. (2019) investigate the income gradient while controlling for a large set of

amenities and heterogeneous households. They found no significant relationship between

income and distance to the CBD for five of the eight cities investigated, with mixed results

for the remaining three.

Our study contributes to the existing literature by examining household location choices

by income within an urban geography characterized by short internal distances and com-

parable institutional settings. We estimate intra-city amenity concentration directly from

geographical data, distinguishing between natural and urban amenities, as well as fiscal

differences. Our study is closely related to the canonical theoretical model proposed by

Brueckner et al. (1999). They argue that exogenous amenities can lead to a variety of house-

hold location choice patterns across cities. For instance, the historical amenities in the city

center of Paris are expected to attract affluent households. More recently, Lee and Lin (2018)

extended this notion to a dynamic setting, positing that persistent natural amenities can an-

chor neighborhoods to high-income households. Their findings for Danish cities suggest that

in cities with lower natural amenity heterogeneity, the spatial income distributions are more

likely to shift among neighborhoods. Comparing different geographies, such as the U.K.,

U.S., and Switzerland, likely involves a broad spectrum of differences. However, the amenity

and workplace-based theory offers a plausible explanation for variations in location choices

and commuting patterns across diverse urban settings.

A third strand of academic literature examines the influence of tax rates on household

location choice, particularly in the U.S. Studies have demonstrated that retirees tend to

avoid areas with high property taxes (Cebula, 1974; Duncombe, Robbins, and Wolf, 2001)

and inheritance taxes (Dresher, 1993; Voss, Gunderson, and Manchin, 1988). A study by

Duncombe, Robbins, and Wolf (2003), which analyzed county-to-county migration, found

that among all investigated fiscal variables, income taxes had the most significant impact

on the migration decisions of retirees. In the context of Switzerland, Schmidheiny (2006)

examined the effect of income tax differentials across municipalities in the Swiss canton

of Basel. Their findings suggest that wealthier households are substantially more likely to

move to low-tax municipalities than their less affluent counterparts. Other major factors for

income segregation included social interactions (peer effects) and distance from the Central

Business District (CBD). The next section outline a canonical model of location choice.
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III. Theoretical foundations

The following stylized model emphasizes the role of disposable income and the spatial

distribution of amenities in residential choice. To illustrate our key economic variables and

their implications, we consider the monocentric city model of household location choice with

amenities presented in Brueckner et al. (1999). Our model diverges from theirs by incorpo-

rating taxes, which demonstrate significant spatial variation in this area, as well as two types

of amenities, natural amenities and urban amenities. The objective is to explore how the

introduction of these features is expected to influence household location choice by income

level within an urban area. While we focus on these specific factors, we acknowledge that

other elements, such as wages, moving frictions, and production, may also play crucial roles

in the joint decisions of household location and production. These factors are often high-

lighted in the quantitative spatial literature (see Redding and Rossi-Hansberg (2017) for a

review).

A. A Canonical model of Household Location Choice

Households are perfectly mobile and choose where to locate in an urban area to maximize

utility. Let x be the distance to the Central Business District (CBD), and aN(x) be the level

of natural amenities and aU(x) the level of urban and transport amenities at that distance.

Natural amenities might include recreational lakes or green spaces. Urban and transport

amenities could encompass restaurants and transportation access. For simplicity, we assume

that the amenity levels are exogenous4 and costless for consumers to use5. We also assume

that the aggregate amenity level in each group is net positive, i.e., they are goods and not

bads. c represents a composite non-housing good with a price of unity, and h(x) is housing

services that also depend on location x. Household preferences are given by:

u(c, h, aU , aN) (1)

Assume that preferences are strictly convex over the consumption bundle and the utility

function is continuous. Initially, assume income y is identical for all households. Let t

represent a fixed commuting cost per distance unit. The urban area is populated with

various local governments financed by a local income tax, which varies by location, τ(x).

The household disposable income at distance x is y(1 − τ(x)) − tx. The price per unit of

4This assumption is maintained only for urban amenities for simplicity of exposition. The empirical
analysis aims to relax this unrealistic assumption.

5For instance, Diamond Jr (1980) introduces separate prices for amenities.
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housing is given by p. The household’s budget constraint is then given by:

c+ ph = y(1− τ)− tx (2)

Households maximize equation (1) wrt. h and c. Substituting c from (1) by incorporating

equation (2), the households’ optimization problem becomes:

max
h

u(y(1− τ)− tx− ph, h, aU , aN) (4)

The first-order condition for this problem is given by:

u′h = pu′c (5)

Under the assumption of perfect mobility, a key equilibrium condition in the canonical

model stipulates that all identical households attain the same utility, denoted here as u0.

This implies that, in a spatial equilibrium, house prices p must vary with distance x to ensure

every identical household achieves the same utility.

u(y(1− τ)− tx− ph∗, h∗, aU , aN) = u0, (6)

where * denotes the optimal level of housing consumption. The simultaneous system of

equations (5)-(6) determines the solution for p. This solution depends on all the parameters

and exogenous variables of the system: x, y, τ , t, aU , aN and u0. For our purposes, we

are particularly interested in x. Totally differentiating (6) wrt. x, where subscripts denotes

partial derivatives, we get:

u′c(−yτ ′(x)− t− p′(x)h(x)− p(x)h′(x)) + u′hh
′(x) + u′aUa

′
U(x) + u′aNa

′
N(x)

Using the first-order condition in (5) and solving for p′(x), this becomes:

p′(x) =
−τ ′(x)y
h(x)

− t

h(x)
+

u′aUa
′
U(x)

u′ch(x)
+

u′aNa
′
N(x)

u′ch(x)

=
−τ ′(x)y
h(x)

− t

h(x)
+

v′aU
h(x)

a′U(x) +
v′aN
h(x)

a′N(x) (7)

Equation (7) gives the slope of the bid-price function for housing. In the second line of

(7), the marginal rate of substitution u′ai/u
′
c is rewritten as the amenity derivatives of the

corresponding indirect utility functions, vi[y(1− τ)− tx, p(x), aU(x), aN(x)], where i = U,N .

Note that v′ai represents the marginal valuation of amenity levels after optimal choice of

housing services has been made.
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To discuss the contributions of the various elements in equation (7) to the overall sign

of p′(x), note that when τ ′(x) = v′aU = v′aN = 0, we arrive at Muth’s classical result p′(x) =

− t
h(x)

. In this case, the housing price is a decreasing function of distance to the CBD. This

reflects the need for households that move further away to be compensated for their higher

commuting costs through lower housing prices. If τ ′(x) < 0, this counteracts this effect since

households will benefit from lower taxes at the city’s edge. The same reasoning applies to

the third and fourth terms in equation (7). If a′U(x) < 0, prices fall more with distance as

households must be compensated for lower amenity levels. However, if a′N(x) > 0,indicating

that natural amenities are more abundant at the city’s edge, this effect is counteracted.

B. The income gradient

To discuss the income gradient, now assume that there are two income groups in this

market, High and Low income: yH , yL. This results in two bid-price functions, pH(x), pL(x),

where the highest bidder get any given house in the market. Let x̂ represent the threshold

location where the bid-prices of the two groups are equal, i.e., pH(x̂) = pL(x̂). The relative

slopes of the bid-price curves at the threshold location determine which income groups’ bid is

higher. If p′H(x̂) > p′L(x̂), the Low-income group’s curve is more negatively sloped at x̂, and

they outbid the High-income group for central locations, and vice versa. By incorporating

equation (7), we get:

∇ = p′H(x̂)− p′L(x̂) =
τ ′(x̂)yL
hL(x̂)

− τ ′(x̂)yH
hH(x̂)

+
t

hL(x̂)
− t

hH(x̂)

+ a′U(x̂)(
vH

′
aU

hH(x̂)
− vL

′
aU

hL(x̂)
) + a′N(x̂)(

vH
′

aN

hH(x̂)
− vL

′
aN

hL(x̂)
) (8),

where vHi [yH(1− τ)− tx̂, pH(x̂), aU(x̂), aN(x̂)] and similarly for vLi , for i = U,N . hH(x) and

hL(x) represents the level of housing services for the two groups. Consider the first two terms

in equation (8) in isolation. Since the price of housing is the same for both groups at x̂,

hH(x̂) > hL(x̂), because yH(1−τ(x̂)) > yL(1−τ(x̂)). Then, the overall sign is ambiguous. If

income differences are larger, then high-income households will live at the city’s edge, given

τ ′(x) < 0. For the next two terms, the overall sign is positive. Thus, when commuting costs

are identical, the higher housing service level demanded by the high-income group implies

that high-income households will live at the city’s edge.6 The overall sign of (8) also de-

pends on the differentials in amenity effects. If v
′
ai

rises with income and its rise is more

6In the classical model, it is common to use different commuting costs which could change this result.
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rapid than the increase of housing consumption, the net effect of the forth and fifth term is

negative, given that a′U(x) < 0. Thus the higher valuation of urban amenities by high-income

households contributes to these households living closer to the city center. The same line of

reasoning will give the opposite result for the last two terms, given that a′N(x) > 0. This

discussion is summarized in the following ceteris paribus predictions:

Prediction 1: ∂∇
∂a′i(x̂)

< 0, i = U,N : If the amenity advantage of the CBD is lower, this

contributes to a negative income gradient. If the amenity advantage of the work center is

large, we might expect a negative income gradient.

Prediction 2: ∂∇
∂τ ′(x) > 0: If the tax advantage of the city’s edge is high, this contributes

to a positive income gradient. Conversely, if the tax advantage of the city’s edge is low.

Prediction 3: ∂∇
∂hH(x)

> 0: If the housing consumption of high-income households is larger,

this contributes to a positive income gradient if such units are more numerous and affordable

at the city’s edge.

The possible solutions to this model include both perfect sorting and multiple equilibria.

These predictions serve as long-term insights, in contrast to short-term responses to various

shocks. The following sections describe the data, analyze the spatial sorting of key variables

in these urban areas, and test these predictions. We also analyze the effects of relaxing

assumptions of the stylized model along several dimensions.

IV. Data and Descriptive Statistics

We obtain data from three primary sources: (1) OpenStreetMap for local amenities,

(2) The Swiss Household Panel for household characteristics, and (3) Fahrländer Partner

Raumentwicklung for house prices. Information from municipalities is combined with data

on individual households. Section IV.A defines the distance measures used, followed by a

description of all explanatory variables.

A. Distance to CBD and Regional Detail

The dependent variable measures the straight-line kilometer distance of each household

to the CBD. For anonymity reasons, household location is only known at the municipality

level. The distance is measured from the centroid of each municipality where the household
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is located.

The empirical literature proposes numerous landmarks to represent a city’s employment

center. Cheshire, Hilber, Montebruno, and Sanchis-Guarner (2018) discuss the ambiguities

in defining the CBD. Following recent literature, we define the CBD as the coordinates of

the main railway station (Cuberes et al., 2019; Nathan and Urwin, 2005). In many U.K.

cities, railway stations are located in commercial activity clusters7. An alternative CBD

identification is based on the city hall coordinates (Atack and Margo, 1998; Paul, Research,

and 1991, 1991; Schuetz, Larrimore, Merry, Robles, Tranfaglia, and Gonzalez, 2018). In

Switzerland, the city hall is often located close to the main train station. For instance, the

city hall in St. Gallen is within 100 meters of the main train station. In Zürich, the distance

between the main railway station and the city hall is 800 meters. For Lausanne, it is 400

meters. Thus, choosing between the main railway station or the city hall will yield very

similar results.

Although our empirical results are based on the haversine distance, we also provide

evidence of the robustness of our findings with respect to travel distance by car or public

transportation. Differences between these three types of distance measures typically occur

due to city topography. For instance, the city of Zürich spans around the lake of Zürich and

the city of Lausanne is built on a steep mountain slope, making navigation by car challenging.

In both cases, travel distance is likely to be larger than the straight-line distance. However,

the correlation between the three types of distance measures is close to 95%. Finally, it is

worth noting the typical size of a Swiss municipality. The empirical literature on U.S. cities

often examines census tracts, while the U.K. literature studies lower spatial output areas

(LSOAs). Figure 1 compares three spatial units that are typical in terms of surface area and

population. Judging from the mean area size, Swiss municipalities are somewhat smaller

than U.S. census tracts but larger than U.K. LSOAs. In total, Switzerland comprises 2,202

municipalities, each of which belongs to one of 26 cantons.

B. Amenity and household data

This section describes the main variables consisting of amenities and household charac-

teristics, and discusses the unique role of taxes in Switzerland.

7For instance, King’s Cross Station in London introduced its own postal code for all the buildings around
the main station (The Economist (2014)). A similar situation holds for Switzerland: Zurich city is organized
into 12 circles or ”Kreise”. “Kreis 1” covers a broader definition of the CBD. The Bahnhofstrasse (”Railway
Station Street”) in Zürich is an iconic Swiss commercial activity landmark featuring numerous shops and
restaurants (Swissinfo.ch (2016)). As the name suggests, the Bahnhofstrasse starts right next to the main
train station.
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Figure 1. Average size of a municipal, census tract, and LSOA
This figure compares the area in square kilometres of a typical municipality in Switzerland, with a census
tract in California and a lower spatial output area in the United Kindom. From left to right the figure
visualizes the municipality Appenzell in Switzerland with an area of 16.88 km2 and a population of 5,728.
The depicted census tract in California has a size of 60.14 km2 and a population of 6,496. The LSOA in the
U.K. covers an area of 4.35 km2, with a population of 1,907. Each of the three spatial units represents the
average size of the corresponding spatial unit.

This figure compares the area in square kilometres of a typical municipality in Switzerland, with a census
tract in California and a lower spatial output area in the United Kindom. From left to right the figure
visualizes the municipality Appenzell in Switzerland with an area of 16.88 km2 and a population of 5,728.
The depicted census tract in California has a size of 60.14 km2 and a population of 6,496. The LSOA in the
U.K. covers an area of 4.35 km2, with a population of 1,907. Each of the three spatial units represents the
average size of the corresponding spatial unit.

[CH] Municipal: Appenzell
N

0 1 2 3km

[USA] Census tract: 06071008703

0 1 2 3km

[UK] LSOA: E01027950

0 1 2 3km

[CH] Municipal [USA] Census tract [UK] LSOA

Mean Surface Area 17.35 50.97 4.35

Median Surface Area 7.93 1.91 0.47

B.1. Amenities

Coordinates for a broad set of amenities in Switzerland were sourced from OpenStreetMap

(OSM). Launched in 2004 at the University of London, OSM adopted the peer production

model, also utilized by Wikipedia. However, unlike Wikipedia, only registered users can

contribute to the OSM database (Haklay and Weber, 2008)8. Given that OSM data is

user-generated, concerns about data quality and geographical accuracy have been raised.

Several academic studies have investigated OSM data quality by comparing OSM data to

a reference dataset. ISO 1915 defines six categories for evaluating the internal quality of

a spatial dataset, including positional accuracy, thematic accuracy, completeness, temporal

quality, logical consistency, and usability. Ciep�luch, Jacob, Mooney, and Winstanley (2010)

found that positional differences between OSM and Google Maps data for some sites in

Ireland can be up to 10 meters. Completeness, as defined by ISO 1915, refers to the presence

of features in the spatial data set. Haklay (2010) identified a bias in the U.K.’s OSM data

8As of today, OSM comprises over 7 million registered users. The crowdsourced spatial database has
a current uncompressed size of over 1,323 GB and contains information on various amenities. A list of all
types of amenities can be found online on the official OSM Wikiwebpage (OpenStreetMap, 2020).
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coverage towards more affluent areas9 Despite these shortcomings, the OSM data is sufficient

for our purposes since we are interested only in the number of amenities at the aggregate

municipality level. Moreover, the OSM dataset provides a powerful API that allows users

to write OSM QL queries to collect the id, name, and coordinates for each amenity in

Switzerland.

Information from OSM is retrieved for six categories of amenities: (i) Entertainment

facilities, such as art centers, casinos, cinemas, nightclubs, and theatres. (ii) Eating-out

facilities, including restaurants, pubs, bars, biergarten, and cafés. (iii) Outdoor recreation,

such as parks, playgrounds, firepits, and gardens. (iv) Public services, such as schools,

kindergardens, clinics, dentists, doctors, and hospitals. (v) Transportation points, including

all platforms where passengers are waiting for public transport vehicles; and (vi) Sport facil-

ities, such as fitness centers, sport centers, and swimming pools. The number of amenities in

each category is aggregated at the municipality level as of 2020. Additionally, we retrieved

information on further geographical features of interest ,such as lakes and national borders.

Lakes and lake views fulfill important recreational functions, while national borders limit

the extent to which a city can expand its territory.10

Figure 2 illustrates the number and density of urban and transport amenities, as well

as outdoor amenities, as a function of distance to the CBD. Panel A shows the number of

amenities aggregated across all eight cities. The city centers appear to be not only centers

of commercial and social activity but also amenity clusters.11 Panel B of Figure 2 disag-

gregates Panel A to show the number of amenities for each city. This view emphasizes the

large proportion of eating-out facilities in the total number of amenities and confirms that

all amenities’ presence diminishes with increasing distance from the city center. Overall, we

conclude that the number of urban and transport amenities is clearly spatially patterned

and decreases quickly with distance from the city centers.

Table I presents our ranking of cities into three levels of amenity concentration, along

with a measurement of the amenity advantages of the CBD areas by category. It also

includes the corresponding relative tax rates, house prices, and housing sizes in each area.

The ranking is based on a weighted combination of the amenity concentration levels of the

9see Costa Fonte, Antoniou, Bastin, Estima, Jokar Arsanjani, Laso Bayas, See, and Vatseva (2017) for a
comprehensive review on OSM data quality.

10The city of Geneva is spatially constrained by the national border with France and Lake Geneva. Zürich,
Lausanne and Luzern are built around lakes. Basel is located at the border with Germany.

11Note that the number of outdoor/recreation amenities may be a bit misleading because the natural
amenities are not included. In fact, it is the lack of nature in the city center that requires the city to provide
these amenities in the form of city parks and playgrounds.
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’Eating out’, ’Public services’, and ’Entertainment’ categories. Applying different weights

produces very similar results for the overall ranking. Notably, Zürich stands out due to

its high amenity superiority in the city center. For instance, there are, on average, 136.1

times more restaurants and cafes in Zürich’s city center than in the average surrounding

municipality. Additionally, taxes are 9 % higher and house prices are 35 % higher on average

than in the surrounding municipality. Following Zürich are medium-concentrated cities such

as Genf and Basel, and finally low-concentration cantons such as Luzern and Aarau. Some

cities display unique combinations of amenities and transportation access. For instance,

Basel has a high concentration of ’Entertainment’ amenities in the city center and a well-

developed transportation system in the larger area. In the empirical analysis, we differentiate

between the degree of amenity concentration of the city in the interpretation of results.

Table I Amenity concentration ranking

City Rank Eating out Public Serv. Entertain. Transport. Tax Price Sizea

Zürich 1 136.1 120.6 213.9 28.3 1.09 1.35 0.85
Genf 2 63.0 26.4 66.1 3.9 1.02 1.24 0.74
Bern 2 53.7 25.3 120.3 13.8 1.01 1.31 0.80
Basel 2 58.6 19.1 138.6 2.0 1.08 1.18 0.85
Lausanne 2 52.6 16.4 87.8 14.3 1.05 1.06 0.79
St. Gallen 3 33.5 16.8 41.4 21.3 1.04 0.95 0.92
Luzern 3 32.5 14.5 46.1 1.9 1.03 1.10 0.78
Aarau 3 20.4 25.7 51.4 4.9 0.89 1.13 0.79

Notes: The table shows the ratio of the amenity level of the CBD municipality to the non-CBD municipalities. It gives the

ranking from 1-3 and the ratio of amenities in the CBD municipality to the non-CBD municipality average, as well as the

corresponding ratios of the income tax, average house prices, and house sizes. The amenities in column 3-6 is based on data

from 2020, while taxes, house prices and house size are from 2014. a.Size is defined as the number of rooms of the housing units

inhabited by households in our panel.
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Figure 2. Number of Amenities and Distance to CBD
This figure shows the distribution of amenities as a function of distance to the employment center for eight
Swiss cities. Panel A aggregates over all cities, highlighting that some amenities such as restaurants and
transportation are more frequent than others. Panel B further decomposes the amenities to the individual
city level. Berne is the government center of Switzerland (federal city or de facto capital) which is reflected
in the higher number of public services. While transportation and other amenities also occur outside the
city center, urban amenities such as entertainment and restaurants are strongly concentrated in the CBD.
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B.2. Household Characteristics

We obtain detailed household characteristics from 1999 to 2014 for 16,940 households

from the Swiss Household Panel (SHP). The SHP is an annual panel survey of households

from all regions and across all population groups in Switzerland (Voorpostel, Tillmann,

Lebert, Kuhn, Lipps, Ryser, Antal, Monsch, Dasoki, and Wernli, 2019). The survey cov-

ers a broad range of more than 100 quantitative and qualitative household attributes. The

data contained in the SHP range from socio-demographic, financial, health, and educational

household information to qualitative interview responses such as the importance of air qual-

ity, and potential issues with noise in the neighbourhood. Due to the broad coverage of the

SHP data, it has been used in a number of previous studies, including the effect of employ-

ment uncertainty on fertility (Hanappi, Ryser, Bernardi, and Le Goff, 2017), the effect of

immigration on household dislocation (Adams and Blickle, 2018), and the effect of attend-

ing cultural events on personal well-being (Wȩziak-Bia�lowolska, 2016). The SHP data is

representative of the Swiss population and exhibits a high retention rate. On average, each

household appears in the survey for more than six years. For the empirical part of this paper,

we can therefore observe the cross-sectional variation of relevant household characteristics

over time.

To obtain a first impression of the income gradient, Figure 3 shows the relationship

between annual gross income and distance to CBD for each city. Although these simple

scatter plots do not control for amenities and household characteristics, we note that the

majority of our cities show an increasing income - distance relationship where only Bern

and St. Gallen show a clear negative relationship. There also appear to be important

non-linearities in these relationships. Figure A1 in the Appendix highlight the extent of

spatial variation in average income. Although the CBD is characterized by households with

relatively high income in several cities, some of the highest income municipalities are found

towards the city edge and along the lakes. In the empirical part below, we will control for

municipalities that border to a lake to account for this effect.

B.3. Taxes

Switzerland’s federalism has led to a unique feature in its tax system. Switzerland is

divided into 26 cantons. Each canton has a supplementary taxation right and can raise any

taxes that are not explicitly under the jurisdiction of the federation. This leads to significant

tax differences between cantons where each canton sets a level of income tax and decides on

the tax progression autonomously. The 26 cantons are further subdivided into 2,202 munic-

ipalities. Each municipality sets a so-called income tax shifter. Multiplying the municipal
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tax shifter with the cantonal tax rate determines the municipal tax burden. For instance,

consider two identical single household with an annual taxable income of CHF 85,000 (about

$100, 000) living in the canton of Zurich. One household lives in the municipality of Zürich

and the other in Uitikon. Uitikon is a direct neighbor of the municipality of Zürich and lies

only 7.5km to the west. Table II shows the difference in yearly tax burden for the households.

Both households pay the same amount of federal and cantonal taxes of CHF 1,884 and CHF

4,945, respectively. However, the annual tax burden differs by 1,929 CHF (about $2, 275).

This stylized example illustrates tax differences across municipalities within a city. Figure

A2 in the Appendix generalizes this example to all cantons in Switzerland, documenting that

there exists a considerable variation of income tax burdens across municipalities within the

same canton.

Table II Stylized Tax Burden Example
This table provides a stylized example of tax burdens within the same canton, but different municipalities. We assume a single
household with an annual taxable income of 85,000 CHF. This is equal to the mean annual taxable income of a single household
living in Zürich as of 2020.

Zürich (canton: Zürich) Uitikon (canton: Zürich)

Taxable income 85,000 CHF 85,000 CHF

Federal tax 1,884 CHF 1,884 CHF

Cantonal tax 4,945 CHF 4,945 CHF

Municipal tax 5,885 CHF 3,956 CHF

Total tax 12,738 CHF 10,809 CHF
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V. Empirical Models and Results

A. Benchmark Regressions

In this section, we build on the discussion of the income gradient in section III, and

consider a reduced-form specification. Household characteristics may provide information

on differences in valuation of amenities and housing services. In this model, distance serves

as the dependent variable, while income, amenities, tax rates, and household characteristics

are explanatory variables. In order to test the predictions of the importance of the relative

spatial distribution of amenities and tax differentials, both amenities, prices, and the tax

rate are weighted by distance prior to entering them into the regression model. Household

characteristics can provide valuable information on differences in valuation of amenities and

housing services. To test the predictions on the importance of the relative spatial distribution

of amenities and tax differentials, we weight both amenities, prices, and the tax rate by

distance before incorporating them into the regression model. Amenities are measured as

a fraction of the level of amenities in the CBD. This approach aims to capture the relative

evaluation of amenity levels and prices at the city edge compared to those in the CBD.

While we have collected data on other urban amenities, including public services, sport,

and entertainment amenities, these tend to exhibit high correlation with each other. This is

due to the availability of amenities data only on the municipality level for the most recent

year, which introduces multicollinearity into our model. Consequently, our initial focus is

directed towards ”eating out” and ”transportation amenities”, as well as natural amenities

such as lakes and borders, where applicable. The benchmark regression specification of

household location choice is defined by equation 1:

log(Di,j,k,t) = α + β · log(Ii,j,k,t) + γ1Aj,k + γ2Hi,j,k,t + γ3Tj,k + εi,j,k,t (1)

where Di,j,k,t is the kilometer distance of household i, in city j, located in municipality

k, in year t. We locate the employment center in the vicinity of the main railway station.

Annual gross income is denoted by I and is measured on the individual household level. The

regressor matrix A contains two urban amenities, eating out and transportation, as well as

house prices, all measured on the municipality level. Since house prices is aggregated at the

municipality level and not at the individual household level, we consider it to be an aggregate

measure of residential/neighborhood valuation and include it in the amenity matrix. H is

a set of household characteristics and includes age, number of children, years of education,

marital status, and other indicator variables denoting whether a household is a homeowner,

is unemployed, or native Swiss. We treat the municipality level tax rate T as a separate

17



variable although it may be related to the level of income, cf. our discussion in section III.

Equation 1 is estimated using pooled Ordinary Least Squares (OLS). Some variables,

such as gender, are time-invariant, while others, such as age, change similarly over time

for all households. This prevents us from using household or year fixed effects.12 We also

recognize potential endogeneity concerns with variables, such as urban amenities and house

prices. Furthermore, there may be unobserved municipality or household factors, which

could either be time-varying or time-invariant, that could influence the results. To address

these concerns, we consider alternative specifications with amenities that are more likely

to satisfy the exogeneity assumption in section V.B, where we also estimate a 2SLS model

with a municipality level housing supply instrument. Moreover, our approach of distance-

weighting and the inclusion of area-level prices are expected to mitigate the endogeneity

problem in the benchmark regressions as well. In section V.B.3, we provide a more detailed

discussion on this issue and present a sensitivity analysis. The analysis suggests that the

bias in the income estimate is moderate.

Table III presents the regression estimates for the benchmark specification in Equation

1. The results reveal significant variations across cities with different levels of amenity

concentration. In Zürich, a highly amenity-concentrated city, the income coefficient is found

to be significantly negative. This indicates that as income increases, the distance to the

Central Business District (CBD) decreases. In medium amenity-concentrated cities, the

income gradient is about zero in three out of four cities and positive in one. Notably, in

Basel, a 1 % increase in household income is expected to increase the distance to the CBD

on average by 0.084 %. To put this into context, a household living 5km away from the CBD

that experiences a 50 % increase in gross income would move 420 meters further away from

the CBD. In low amenity-concentrated cities, the income gradient is found to be around zero

or significantly positive. Evaluating household characteristics, being native Swiss households,

families, homeowners, or being an older household is associated with living further away from

the city center. In contrast, higher education is associated with living closer to the CBD.

12An alternative is to estimate a random effects model. However, this will build on the very strict
assumption that any unobserved household heterogeneity is distributed independently of the explanatory
variables, which is unlikely in this model.
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We next examine the impact of distance-weighted amenities on household location choices.

Our results show that improvements in transportation access outside the Central Business

District (CBD) can influence household relocation, as it provides a better connection to the

center. Increases in transportation access outside the CBD are associated with households

locating further from the CBD in all cities. For instance, a one standard deviation increase in

transportation access outside the CBD, equivalent to 50 additional platforms, is estimated to

increase households’ distance to the CBD by about 7.5 % in Bern and by 11.4 % in Luzern.

In Basel, a city with significant transportation access, the coefficient is found to be highly

positive, at 50 %.

The impact of area house prices and taxes is also tested for. While house prices capture

a variety of latent local factors, taxes play a special role in this study due to their regional

variation. Our results imply a strongly negative coefficient in the distance-weighted tax rate

for 6 out of 8 cities, indicating that lower taxes outside the city center often lead to reloca-

tion towards low tax municipalities at the city’s edge. For instance, a 1% decrease in taxes

outside the CBD is associated with increases in the location of households by distance to

the city center of 7.4% in Basel, and 15.3% in Genf, the most tax sensitive cities according

to these results. This result is consistent with the findings in Schmidheiny (2006). Lastly, a

negative house price shock at the city edge is related to distance to center in the expected

way in all cities.

Figure 4 illustrates the level of R-squared when variables are sequentially added to the

regression. Sequentially adding variables has the disadvantage that the ordering of the

variables is not taken into account. This approach has the disadvantage that the ordering

of the variables is not taken into account. For instance, if we switch the position of ’eating

out’ with ’log(taxes)’, the increase in R-squared is quite similar. However, the improvement

of R-squared is fairly robust across different orderings. As can be seen, ’log(income)’ alone

has little explanatory power. Adding household characteristics only moderately improves

the R-squared. A regression model with all nine household characteristics explains less than

20% of the variation of household’s distance to the CBD. In contrast, adding amenities to the

regression significantly improves the R-squared, particularly for amenity-concentrated cities.

While gains are substantial for less concentrated cities such as Aarau, amenities appear to

explain less of the variation in household distances.
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Figure 4. R-Squared Response to Sequentially Adding Variables
This figure plots the level of R-squared when the variables labelled on the x-axis are sequentially added to
the regression. The regression specification is according to Equation 1.

g q p q y g
This figure plots the level of R-squared when the variables labelled on the x-axis are sequentially added to
the regression. The regression specification is according to Equation 1.

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

R
-s
q
u
ar
ed

lo
g(
In
co
m
e)

A
ge

K
id
s

E
d
u
ca
ti
on

F
em

al
e

M
ar
ri
ed

H
om

eo
w
n
er

U
n
em

p
lo
ye
d

S
w
is
s

E
at
in
g
O
u
t

T
ra
n
sp
or
ta
ti
on

lo
g(
T
ax

)

lo
g(
H
ou

se
P
ri
ce
s)

L
ak
e

B
or
d
er

Household Characteristics Amenities
Lausanne

Aarau

Basel

In line with the discussion in section III, higher access to certain amenities, such as trans-

portation or recreational areas, may compensate households for lower access to others, such

as restaurants and theatres. To aggregate across amenities, we next construct a distance-

weighted amenity index. This allows us to compare the relative aggregate amenity value

across locations. We also include interaction terms between household characteristics and

the amenity level, recognizing that different households may value the neighborhood amenity

level differently. The amenity index Aj,k is computed as the first principal components from

the following five amenities: “Entertainment”, “Eating Out”, “Outdoor/Recreation”, “Pub-

lic Services”, and “Transportation”. On average, these principal components explain about

74 percent of the variance for the eight cities. This suggests that the amenity index can serve

as a reasonably representative amenity variable. The interaction regression specification of

household location choice is given by equation 2:

log(Di,j,k,t) = α + β · log(Ii,j,k,t) + γ1Ãj,k + γ2Hi,j,k,t + γ1Ãj,k · γ2Hi,j,k,t + γ3Tj,k + εi,j,t (2)

Table IV presents the results for the interaction model. Notably, the income elasticity
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becomes more negative in Zürich and more positive in Aarau and Luzern. Moreover, several

significant interaction terms indicate that households’ valuation of amenity levels varies with

household characteristics. Figure 5 further illustrates this, comparing the economic size of

interaction effects. Panel A shows the dislocation response from a one standard deviation

increase in amenities outside the CBD for various households. In most cases, households

respond by increasing their distance to the city center. The response is particularly large in

Basel and Luzern. For instance, a one standard deviation increase in amenities outside the

CBD in St. Gallen, is expected to increase the distance to the city center by around 20%.

However, females responds more strongly than highly educated households.

While Panel A shows the variation across cities, Panel B emphasizes the differences among

household.13 For instance, homeowners and married households typically show a stronger

dislocation response to amenities outside the CBD than others. Possible explanations for

this finding is that these types of households may have higher housing services demand or

be more price sensitive. Thus, they may be more inclined to choose a less central location

than other households if amenity levels further out increase.

Overall, the empirical findings in this section suggests that income gradients are inversely

related to the urban amenity-superiority of the city and natural amenities are everywhere

significant. The next section relaxes some of the strict assumptions imposed so far.

13Note that a one-unit increase in age and education is measured in years.
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Figure 5. Visual Comparison of Amenity Interaction Terms
This graph visualizes the amenity-household interactions from Table IV. The upper graph shows the disloca-
tion response from a one standard deviation increase in amenities. The lower graph compares the interaction
terms for different household characteristics.
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B. Relaxing Simplifying Assumptions

B.1. The Assumptions of Exogenous Urban Amenities and Full Mobility of

Households

Urban amenities such as restaurants and coffee shops are not exogenous. While amenities

contribute to the attractiveness of a location and influence households’ location decision, they

are simultaneously strategically located in high population density areas, a phenomenon

often referred to as the endogeneity problem of urban amenity models. Although we lack

instruments to fully account for this issue, we address it using a pooled two-stage least

squares (2SLS) regression of equation 1.

In our specification, ’Eating Out’ amenities are instrumented with the municipality-level

housing supply elasticity estimates (new construction) described in Büchler, Ehrlich, and

Schöni (2021).14 The supply elasticity estimates exhibit considerable variation between city

centers and nearby municipalities, as well as among city centers themselves. For instance, it

is estimated at 0.251 in the city center of Zürich, 0.348 in Genéve, and 0.494 in the city center

of Aarau. The choice of instrument is motivated by the mechanisms described in Gyourko

et al. (2013). The authors document that inelastic housing supply in unique locations,

combined with national income growth, tends to be phased into the housing prices in such

”Superstar City locations”. This is expected to increase the level of urban amenities.15 Thus,

the instrument relevance can be illustrated by the following relationship:

Low SupplyEl ⇒ P ↑ &Y ↑⇒ ’Eating out’ amenities ↑

Where P is the level of housing prices and Y denotes the level of household income. In

the 2SLS regressions, the area house price is excluded. Table A2 presents the results for the

income-distance gradients. The first stage regression, which also includes household incomes

and the other explanatory variables, reveals that SupplyEl is highly related to ’Eating out’

amenity levels (the test statistic is reported in table A2). Importantly, the pattern of an

inverse relationship between the income gradient and amenity concentration is maintained.

Another strategy is to re-estimate Equation 2 with amenities that are more likely to

satisfy the exogeneity assumption, such as natural amenities, taxes and transportation access.

Although the latter could also be influenced by population growth, the public transportation

network operates independently of market forces and transportation investments depend on

the priorities of both local and central governments. Similarly for the level of the municipality

14This analysis uses the supply responsiveness with respect to house price changes. We obtained these
estimates for this analysis with the explicit consent of the original authors.

15Since house prices vary annually while the supply elasticity estimates are fixed, this is not a suitable
instrument for these house price data.

25



income tax.16 The urban model presented also assumes that all households are willing and

able to move to their most optimal location, a supposition underlying the spatial equilibrium

hypothesis. However, various factors such as moving costs or proximity to friends and family

challenge this assumption. To account for this, we estimate our model for the subset of

households that recently moved, which makes the full mobility assumption more plausible.17

As can be seen in Table V, which reports results from estimating equation (2), the pattern of

an inverse relationship between the income gradient and amenity concentration is reinforced.

B.2. Housing demand, natural amenities and the linearity assumption

In the main specification, we include household characteristics, which may indicate dif-

ferences in location preferences and amenities but may also signal variations in housing

demand. As housing sizes are often spatially patterned, we introduce size into the model

with exogenous amenities. Table Vc) shows that the results for the income gradients are

largely consistent with previous findings. These findings suggest that access to larger houses

may be an important factor for relocating towards the city’s edge. Additionally, the effects

of increased transportation access at the city edge remain similar to previous findings. Addi-

tionally, we extend our investigation using a different methodology. The urban model, while

insightful, does not provide clear guidance on the functional form of the true relationship

between location choice, income, and amenities. The regression models specified so far follow

the classical approach often used in economics, providing an intuitive economic interpreta-

tion. While this approach has clear advantages, it may also mask non-linearities between

variables. To address this, we test an alternative partial model that considers complex in-

teractions between three variables: (1) distance to the Central Business District (CBD), (2)

access to nature, and (3) a preference for large single-family homes. The city center is char-

acterized by apartments and densely populated areas, while access to nature and spacious

homes are often found at the city’s edge.

We estimate a regression with a triple interaction term consisting of distance to the

CBD, the presence of nearby nature/recreation amenities, and the number of rooms of the

house occupied by a household. For examining the income gradient in this model, we place

income on the left-hand-side of the equation and distance on the right, which is another

interpretation of the urban model (see e.g. Gaigné, Koster, Moizeau, and Thisse (2022)).

The specification proposed here is partial and lacks causal interpretation as it neglects to

16The fact that the estimated correlation between ”Transportation” or ”Tax” and ”Eating out” amenities
is fairly low, reinforces this impression.

17Ideally, we would estimate the income gradient and response to amenities based on the place they move
from and to, but this is not possible with the available data since the exact timing of the relocation is not
clearly defined.
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control for other important drivers of location choice.

Incomei,t = α + β′ · distancei,t × roomsi,t × outdoori,t + εi,t (3)

which can be expanded to

Incomei,t = α + β1 · distancei,t + β2 · roomsi,t + β3 · outdoori,t+
γ1 · distancei,t · roomsi,t + γ2 · distancei,t · outdoori,t + γ3 · roomsi,t · outdoori,t+
δ1 · distancei,t · roomsi,t · outdoori,t + εi,t (4)

The multiplicative specification in this equation prevents an intuitive interpretation of the

marginal effects of the regressors. However, a visualization of the predicted nature between

income and distance is instructive. To obtain predicted values of income for increasing levels

of distance, we employ the following approach:

1. Estimate the triple interaction Equation (4).

2. Fit the number of rooms on distance to CBD using second or third order polynomials

when statistically significant:

Roomsi,t = f(distancei,t) + εi,t (5)

3. Based on the results from the regression in equation (5), predict the number of rooms

with increasing distance.

4. Estimate a regression of outdoor amenities on distance using higher order polynomials

when necessary as before:

Outdoori,t = f(distancei,t) + εi,t (6)

5. Based on the results from the regression in equation (6), predict the number of outdoor

amenities with increasing distance.

6. Predict the relationship between income and distance based on equation (4) and taking

the predicted behavior of the number of rooms (equation (5)) and the presence of

outdoor amenities (equation (6)) into account.

Figure 6 displays the estimated income - distance relationship for all eight cities based

on the multiplicative interaction specification of Equation (4). For comparison, the black
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line shows the same relationship when income is regressed on distance alone. The findings

in figure 6 suggest that the relationship between distance, outdoor amenities, and more

spacious homes is highly non-linear. Moreover, we observe that the steepness of the income

- distance relationship is greatest for the highly amenity-superior city of Zürich, while it is

more flat for cities at the opposite end, such as St. Gallen. Future research could benefit

from incorporating such spatial non-linearities in fully specified models of household location

choice.
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Figure 6. Partial Income Gradient and Distance to CBD
This figure depicts the results from linear and multiplicative regression for each city. A univariate linear
model is represented by the solid black line.
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(g) Luzern(g) Luzern
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B.3. The distance from CBD assumption and Urban area size

Another assumption of the model is that households respond equally to distances to city

centers measured in meters in the larger urban area. While the haversine distance has be-

come standard in the literature, this section tests whether our results are sensitive to driving

distance or travelling distance based on public transportation. Additionally, we evaluate

the extent to which the estimated income gradients depend on the inclusion of ”exogenous

amenities”, ”endogenous amenities” and prices. Figure 7 addresses both of these issues. The

y-axis measures the estimated income coefficient. In the base case, a simple regression of

log(distance) on log(income) and household characteristics is estimated. Each point rep-

resents the coefficient estimate for one city, with the three distance measures highlighted

using different symbols. The x-axis shows how the regression specification is expanded by

sequentially adding exogenous amenities, endogenous amenities, and finally the area house

price.

Figure 7 demonstrates that the choice of distance measure does not substantially affect

the main results of the paper, as alternative measures yield similar results. This suggests

that our findings are robust to different methods of calculating distance. Moreover, the re-

sults also indicate that the income -distance gradient estimates are positively and moderately

biased when we add the endogenous regressor price. The direction of changes is mixed when

adding endogenous amenities.

Finally, we examine the sensitivity of the results when the city edge is placed at various

points along the distance scale. The majority of the Swiss territory is occupied by the
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Figure 7. Income Coefficients with Sequentially added variables
This figure shows the estimated coefficients from distance to CBD on income for the full dataset. Three dif-
ferent distance measures are used as the dependent variable: driving distance by car, straight-line haversine
distance, and distance by public transportation. Each point in the plot represents the estimated coeffi-
cient for a specific city. The points in the first column come from a simple regression of log(distance) on
log(income) and household characteristics. The second column shows the same income coefficients when
”exogenous amenities” are added as control variables. The third column adds ”endogenous amenities” as
control variables. The forth column adds the area house price.
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Alps, so cities in Switzerland are concentrated in a dense urban area on the alpine plateau.

Additionally, the average city size is small compared to international standards. We decided

to place the city edge at 10 km from the city center. Although this cut-off is somewhat

arbitrary, it reflects the trade-off between adequately covering the city’s land surface and

including regions that belong to a neighboring city. We assess the sensitivity of the income

coefficient for different distance levels at which municipalities are no longer considered part

of the city edge.

Figure 8 shows the simple income gradient estimated from a uni-variate regression of

log(distance) on log(income) for different cut-off points and averaged over all cities. The

average simple income gradient is fairly robust for different cut-off values. Using 10 km as

in our analysis or 30 km has little effect on the estimated income coefficient.18. Only very

short distances of 5 km, which are still close to the city center, seem to affect the coefficient

18Since our cities are located in close proximity, a cut-off value of, say, 30-40 km would lead to overlapping
city borders of Zürich – St. Gallen, and Geneva – Lausanne.
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estimates. From Figure 8, we conclude that choosing a specific cut-off value within the plau-

sible range is not likely to drive our empirical results.

Figure 8. Sensitivity of Income Coefficient to Distance Cut-Off Value
This figure shows the sensitivity of the income coefficient with respect to the cut-off value for the city edge.
Each bar shows the result from a simple regression of log(distance) on log(income), averaged over all eight
cities and for a given distance. The benchmark cut-off value used throughout the paper is 10 km.
Each bar shows the result from a simple regression of log(distance) on log(income), averaged over all eight
cities and for a given distance. The benchmark cut-off value used throughout the paper is 10 km.
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VI. Conclusion

The main contribution of this paper is the empirical examination of the income gradient

in the larger urban area surrounding amenity-rich and amenity-poor city centers. Although

their concentration may be related in a complex way to other fundamental drivers, our

findings reinforce the importance of amenities for household location choice. The key finding

is the estimated inverse relationship between amenity concentration and income gradient,

which becomes even more pronounced when several simplifying assumptions are relaxed.

Furthermore, our research implies substantial household relocation responses to changes in

transportation and taxes at the city’s edge. However, not all households respond by locating

further from the CBD when the amenity value of the city edge increases in the same way.

Our empirical results align with predictions from an extended canonical urban model, where

the bid-rent function is studied to show that the intra-city distribution of amenities may
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lead to a violation of the traditional urban model’s negative income gradient hypothesis.

We conclude with an illustrative empirical analysis involving the non-linear interactions of

housing sizes, location, and access to nature.

Our results contribute to the limited existing research on European cities. Along with

countries such as U.S and France, evidence suggests that Switzerland has experienced in-

creasingly sprawled urban areas in recent years, where population growth outside the city

centers and in commuting zones has far exceeded growth in the urban core (Veneri, 2018).19

Swiss cities are small relative to cities in the U.S. and several other European cities, are lo-

cated in close proximity, and tends to be well-connected by an efficient public transportation

network. While these cities have unique traits, the urban amenity theory opens for antici-

pating similar patterns in other countries once adjustments are made for city-specific factors.

One limitation of our analysis is that we measure amenities at a single point in time, six years

after the end of the household data spell. While the supply and composition of amenities

in a city change rather slowly over time (Duranton and Puga (2015)), this approach might

overlook significant changes in amenities and their value over time. Finally, future research

could also benefit from exploring a richer set of instruments to address the endogeneity of

urban amenities, prices, and location choice, or estimate more complex models.

19The study considers the time period 2001-2011.
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VII. Appendix

Table A1 Variable description
This table provides an overview of the dependant variable and all explanatory variables of
interest.

Variable Variable description

Dependent Variable
Linear distance to CBD Linear distance (meters) from household to the CBD using the Haversine

formula.
Car distance and time Google Maps API was used to estimate the distance and time by car

from the centroid of each municipal to the CBD.
Transit distance and time Google Maps API was used to estimate the distance and time by public

transportation from the centroid of each municipal to the CBD.

Explanatory Variables

Household Characteristics
Annual gross income Annual gross income in CHF from all sources.
Age Age of the household head.
Kids Number of kids living in the household.
Education [Years] Number of years spent at school or University
Female =1 if head of household is female; zero otherwise.
Married =1 if head of household is married; zero otherwise.
Homeowner =1 if head of household is a homeowner; zero otherwise.
Unemployed =1 if head of household is unemployed; zero otherwise.
Swiss =1 if head of household is Swiss; zero otherwise.

Amenities
Tax Municipal tax shifter.
House prices House price index at the municipal level obtained from Fahrländer Part-

ner Raumentwicklung.
Entertainment Total number of art centers, casinos, cinemas, nightclubs, and theatres

in a municipal.
Eating out Total number of restaurants, pubs, bars, biergarten, and cafés in a mu-

nicipal.
Outdoor Total number of parks, playgrounds, firepits, and gardens in a municipal.
Public services Total number of schools (kindergarten, primary, middle, and secondary

schools) and health facilities (clinic, dentists, doctors, and hospitals) in
a municipal.

Transportation Total number of platforms (place where passengers wait for the public
transport) in a municipal.

Sport Total number of fitness centers, sports centers, and swimming facilities
in a municipal.

Lake =1 if the municipality borders on a lake; zero otherwise.
National border =1 if the municipality borders on a national border; zero otherwise.
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Figure A1. Spatial Income Distribution and City Size
The figure shows the spatial distribution of average gross income on the aggregate municipality level within
10 kilometers of the city center. Panel A shows the location of the eight cities used in our sample together
with city population. Panel B highlights the spatial distribution of household income for Zurich and Geneva.
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Figure A2. Tax Rate Distribution for Cantons and Municipalities
The figure shows the spatial distribution of annual income taxes across all Swiss municipalities. Taxes are
calculated for a married, single-income household with two children and an annual gross income of CHF
150,000. The lowest tax burden occurs in Baar in the canton of Zug, with a tax burden of 3.46% of gross
income. The highest tax burden is in Les Verières in the canton of Neuchâtel, with a tax burden of 15.94% of
gross income. The data is obtained from the federal tax administration (”Eidgenössische Steuerverwaltung”)]
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ABSTRACT

House prices have soared in urban areas over the past two decades, and significantly more

than disposable income. This article calculates a purchasing power index based on maximum

borrowing for representative single first-time buyers and transaction prices in 43 Norwegian

municipalities between 2003 and 2019. This is called the First-time Buyers’ Purchasing Power

Index (FKI). This method provides multiple gains compared to simpler measures that are

often used, such as price-income rates, and is also suited to regular updates. The calculations

are compared with the development in actual first-time purchases and may indicate that

many young people go far beyond what the limits for their own finances dictate. While

a typical single first-time buyer would be able to afford 29 percent of homes sold in the

six largest Norwegian cities in 2010, the corresponding figure is 7 percent of homes sold in

2019.1 A pro-cyclical lending practice increases maximum borrowing during boom periods

and weakens maximum borrowing during bust periods. The results indicate that it is not

only in Oslo where the barriers to home ownership have increased, but that the geographical

spread is greater. At the same time, the great regional differences are illustrated.
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I. Introduction

Following the Financial Crisis, many countries experienced high credit and housing price

growth due to a period of historically low interest rates. This led to the implementation

of stricter measures to limit credit risk in the economy, such as targeted regulations on

lending for home purchases (Cerutti, Dagher, and Dell’Ariccia (2017b); Cerutti, Claessens,

and Laeven (2017a)). However, the combination of high house price growth and tighter

credit regulations has increased barriers to ownership. As a result, the purchasing power of

young and vulnerable groups is under pressure in many locations. Surveys, such as Living

Conditions and EU-Silc, suggest that homeownership rates among young adults have fallen

in most EEA countries, including Norway, over the past decade.2 This trend has sparked a

widespread debate about whether cities are becoming too expensive for younger generations

and the potential costs of an exclusionary housing market. In Norway, however, the evidence

is mixed, as indicated by the volume of first-time purchases.3 This article presents the

methodology behind a new index for the purchasing power of typical single first-time buyers

from 2003 to 2019 and compares the results to other existing data, such as home ownership

rates and purchase volumes. The focus is particularly on Oslo.

The literature aiming to explain why housing in cities often becomes relatively expensive

is abundant. The classical monocentric model (Alonso–Muth–Mills model, see for instance

Alonso (1964)) posits an inverse relationship between housing prices or rents and travel

distance to the central labor market and attractive city core. More recent contributions

examine the dynamics between booming cities and the rest of the country. Research on

U.S. urban areas (Gyourko, Mayer, and Sinai (2013)) documents how population growth

and prosperity nationwide tend to be concentrated into ’superstar cities’, productive urban

regions where many desire to live and work, thereby driving up housing prices. The authors

also reveal significant costs for superstar cities in the form of reduced productivity, which

in turn leads to diminished economic growth for the entire country, as fewer households

can afford to live and work in the city. This marks the starting point for this article. The

combination of high housing price growth in Norwegian urban regions and insight into the

potential costs if fewer young individuals can afford city living, motivates this research.

The ”First-time Buyers’ Purchasing Power Index” (FKI) aims to measure housing pur-

chasing power. It is defined as the proportion of housing transactions a representative

first-time buyer in Norwegian municipalities should be able to afford. This is based on their

financial status and the lending practices of banks, and it allows for comparisons between

2This development is described in Revold (2019).
3See a description in section IV.
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areas and over time. Housing purchasing power in a region is defined by the maximum

calculated loan uptake in an actuarial model, where banks’ lending practices for housing

purposes vary across several dimensions. The analysis uses relatively aggregated informa-

tion about housing buyers’ income, expenses, and deductions. Assumptions are made in the

construction of the representative buyers about the relevant income and age distribution in

cities and more rural peripheral areas, and about the lending practices applicable for the

majority of banks. Thus, the need for standardization and simplicity means that important

distributional and site-specific nuances may be lost.

The findings indicate that in many areas, housing prices have outpaced the first-time

buyer index in recent years, a trend that becomes particularly noticeable from 2016 onwards.

The most challenging situation is faced by a representative local first-time buyer in Oslo, who

can afford 2.6 % of sold houses, followed by neighboring areas Bærum (3 %), Asker (4 %),

Lørenskog (6 %), and then Tromsø (7 %). The gap between the FKI and transaction prices

has generally widened in the cities. For instance, while a representative first-time buyer could

afford 29 % of transacted houses in the six largest cities in 2010, by 2019, the same buyer

could only afford 7 % of transacted homes. There is a close association between calculated

purchasing power and actual first-time purchases in the most expensive municipalities. This

is evidenced by a steady decline in the FKI estimate coinciding with a decrease in the first-

time buyer share in the local housing market. Moreover, the variation in calculated FKI

across municipalities also follows ownership rates for individuals of similar age closely.4 The

results are sensitive to the income figures used, but less so if the gap between housing price

and purchasing power is significant, as has been the case in areas like Oslo and Tromsø in

recent years.

The combination of the calculated FKI presented here, along with information about

ownership rates, migration flows, and purchase volumes, can collectively provide a more nu-

anced understanding of the inclusiveness of the housing market and the barriers faced by

younger individuals. Observing falling ownership rates alone does not provide information

about the expected gap between housing prices and the purchasing power of younger gen-

erations, or the existence of any breakpoints5 that may indicate how far young people are

willing to stretch their finances. The purchasing power index is also a statistically significant

variable in models6 for ownership rates and first-time purchase volumes. Regular updates of

4In this article primarily figures for people living in owned housing are used. For adult age groups, it
is a good indicator of ownership rates, but only provides an estimate. For Oslo, figures for ownership rates
from the Living Conditions Survey are used.

5Evidence from cities in other countries, such as the London area where housing prices have risen rapidly,
suggests that there are tipping points for price relative to purchasing power beyond which younger households
are more likely to leave the city and relocate.

6These results are available upon request. Further work remains in this area, and this article includes
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indexes such as the FKI can provide valuable guidance in the ongoing development of new

policy tools.

Section II outlines the relationship with previous literature. Section III provides a brief

description of calculated lending practices. Section IV details the data basis and V describes

the methodology. Results and a discussion of the assumptions in the analysis are included

in VI, along with some alternative scenarios. Section VII discusses the findings and suggests

areas for future research.

II. Related Literature

A portion of the literature concerning housing purchasing power is grounded in the family

of micro economic models which relate the decision about tenure status (primarily owning

or renting) to a financial analysis of an individual’s or household’s various options. Housing

costs are typically estimated via an actuarial calculation of the maximum loan amount. This

calculation takes into account various factors, including lending practices and the need to

maintain a cash flow sufficient to service the loan and, to varying degrees, other consumption

and additional costs (see Coulombel (2010) for a literature review). This body of literature

is particularly relevant to our work as it provides the theoretical basis for our analysis of

housing purchasing power.

This analysis is also related to an expanding body of literature centered around agent-

based models which facilitate the explicit modeling of different economic actors, such as first-

time buyers. In the agent-based model of the housing market outlined in Baptista, Farmer,

Hinterschweiger, Low, Tang, and Uluc (2016), households consist among others of first-

time buyers, established buyers, and investors. An external party determines the prevailing

mortgage regulations, and a banking sector determines the maximum loan uptake, taking into

account various factors such as lending rules and repayment capacity. The model estimated

in this analysis is closely related to parts of this framework. Since this article remains silent

about the demand from potential first-time buyers, the transition from maximum housing

loan to housing purchasing power implies an assumption that average first-time buyers are

credit rationed (for a discussion of credit rationing over the housing cycle, see Borgersen and

Sommervoll (2006)).

As pointed out by Ben-Shahar, Gabriel, and Golan (2020), not all homes are suitable

for all households. Therefore, pure matches of purchasing power and units based on prices

can be misleading. The authors’ research, which covers the period from 2000 to 2015 in

stylized results that combine the decline in ownership rates and purchase volume.
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the Tel Aviv region, compares the necessary income increase to afford a house of equivalent

quality (same size, type, and more) with how far from the center different types of households

must move to afford such a home. and find a significant tightening of housing purchasing

power. Additionally, they segment homes according to their suitability for various types

of households, such as the requirement for more bedrooms for families with children. In

contrast, this article focuses solely on single first-time buyers but does consider the location

of the homes within the municipality.

Other Norwegian studies calculate purchasing power in the housing market for different

parts of the population, such as varying age groups or specific occupational groups.7 The ap-

proach of Lindquist and Vatne (2019), which addresses the distribution of housing purchasing

power among households in different age groups, aligns with this article’s methodology. Both

base calculations on maximum loan uptake, determined by the calculated disposable income

available to service a mortgage, without considering wealth. However, the analysis presented

in this article differs by relying on aggregated information about representative single first-

time buyers, without any distributional analysis. Furthermore, this article places a greater

emphasis on the regional dimension compared to the mentioned research and contrasts the

estimated purchasing power index with actual first-time purchases. Finally, it addresses

some of the variation in banks’ lending practices over time, even before the enforcement of

the mortgage regulations.

III. Banks’ Lending Practices

For Norwegian households, private banks serve as the primary source of financing when

purchasing a home. The term lending practice refers to the necessary steps a bank or loan

applicant must undertake before a potential mortgage can be granted. Prior to 2010, each

individual bank in Norway had the autonomy to determine its lending practice, so long

as these practices adhered to the Basel framework.8 However, in response to a significant

increase in households’ debt burden and a steady rise in the loan-to-value ratio on mortgages,

the Financial Supervisory Authority introduced guidelines for housing loans in 2010. These

guidelines were also a response to the growing trend of loans without installments and the

systemic risks highlighted by the Financial crisis, particularly when the loan object itself is

used as mortgage collateral. Left alone, households’ credit rationing in the mortgage market

could assume a pro-cyclical character. This scenario could lead to a mutually reinforcing

7See also Lund (2018).
8The Basel framework consists of three pillars: a minimum requirement for solidity, the requirement for

risk management and internal control, and the requirement for public disclosure of information.
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Table I Guidelines and Mortgage Regulations

Guidelines I Guidelines II Regulations I Regulations II

To - From 3.10-12.11 12.11-6.15 7.15-1.17 1.17-1.21

Maximal LTV 90% 85% 85% 85%
Maximal LTV Deductions - 70% 70% 60%
Maximal LTI 300% - - 500%
Interest surcharge - 5pp. 5pp 5pp.
Maximal excepted - - 10% 10%(8% in Oslo)

Source: Regjeringen.no, 9/11/2020. The table shows the guidelines and mortgage regulations in Norway between 2010-2021.

LTV is Loan-to-Value, LTI is Loan-to-Income.

cycle where higher housing prices and increased loans for housing purchases stimulate each

other, posing potential risks to the economy (Borgersen and Sommervoll (2006); Borgersen

and Hungnes (2009)).

If the lending practices of Norwegian banks towards new mortgage customers varied sig-

nificantly before the guidelines and regulations were established, this could notably impact

the purchasing power in the market for loan-restricted households such as first-time buyers

in particular. A review of the annual housing loan survey by the Financial Supervisory Au-

thority (2003–2020) suggests that both the average repayment period and the extra charge

added to the base interest rate (interest rate surcharge) had a pro-cyclical development be-

fore the introduction of the mortgage regulations in 2015.9 In addition, a tendency towards

shorter repayment times is observed early in the period (see table A3 in the Appendix). In-

terestingly, the variations in the interest rate surcharge seem to have had a counterbalancing

function against high interest rates in certain years, with a lower surcharge applied when

interest rates were particularly high. The mortgage regulations appear to have resulted in

less year-to-year fluctuation in observed lending practices. Some elements of the lending

practice, such as the possibility of additional collateral security and co-borrowers, are more

challenging to capture in a single model. There will also be some proportion of the loans

that are exempt from these limits (see table I for details).

9In this analysis, a strong period in the housing market is defined as a period with high housing price
growth relative to the risk-free interest rate.
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IV. Data

This section describes the data sources used in this study and discusses their strengths

and potential limitations.

A. Microdata for First-Time Purchases and Housing Transactions

The first dataset for this study comprises registry data from Ambita ASA, capturing hous-

ing transfers to individuals in Norway who have not previously owned a home—first-time

buyers—between January 2010 and September 2019. Both Ambita and Statistics Norway

draw from the Property Registry and the Cadastre from the Norwegian Mapping Authority,

ensuring high data quality.10 The dataset includes 731,664 first-time purchases, with details

about the buyer’s age, ownership share, type of housing, location, purpose of the purchase

(residential, commercial/office, leisure), type of transfer (free sale, inheritance, gift), and

transfer date. For the purpose of this analysis, we focused on first-time purchases for homes

bought through free sale and where the first-time buyer has a minimum ownership share

of 25 %. This selection criteria, chosen to ensure the analysis focuses on significant home

ownership, reduced the dataset to 564,030 observations. Data for housing transactions are

sourced from Eiendomsverdi ASA. The full dataset includes 760,014 broker-confirmed trans-

actions for the municipalities in total, of which 205,544 are in Oslo. These transactions,

recorded between 2003–2019, include geographical coordinates, housing prices, and housing

characteristics. Potential limitations in combining these data include the time delays of a

few months from the transaction to the transfer of the house.

B. Aggregated data for income, consumption, lending practices, and other

debt

The register data for actual purchases by first-time buyers provide information of the

age distribution among first-time buyers in each municipality, which is used as the basis to

estimate age-distributed income. This part of the analysis is based on relatively aggregated

information about potential home buyers’ income and deductions. The actuarial calculations

of maximum loan uptake are based on consumption estimates from Consumption Research

Norway (the official SIFO consumption budget used by banks and intermediaries, see Aust-

gulen and Borgeraas (2020)) while calculations of disposable income, other housing costs,

interest on new loans, and the level of student debt, are all based on data from Statistics

10Ambita has further enhanced this dataset by linking properties to houses where data quality in the
Cadastre is low.
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Norway. The SIFO consumption budget does not vary across municipalities. Estimates for

the average repayment period and interest rate surcharge are based on the Housing Loan

Surveys of the Financial Supervisory Authority. Choosing the most suitable income data

for this analysis is not straightforward. Several alternatives present distinct advantages and

disadvantages:

Gross income: This is defined as taxable income, primarily from wages and capital, and

does not include tax-free benefits such as child benefits and other stable tax-free incomes.

The advantage of using gross income is that it is at the individual level, which aligns well

with our focus.

Disposable income after tax: This is another alternative, obtained from income and

wealth statistics for households, minus interest expenses. However, this would necessitate

choosing single households, excluding potential first-time buyers who still live with their

parents, in a collective living arrangement, or are cohabiting before their first purchase.

Specific average wage incomes: These can be drawn from various occupational groups’

wages early in their careers. While this could offer a more specific picture, the gross in-

come series used in this analysis align quite well with various typical income groups’ starting

salaries and follow the trend in the aggregated income development closely.

The income estimates used are annual gross income per two-year age group between 26

and 39 years, less net tax after interest deductions and other deductions, gathered from

Statistics Norway. Gross income exhibits strong growth in the years preceding the Financial

crisis in most areas, followed by moderate annual income growth after the crisis. Factors

such as tax adjustments in 2005–2006 and fluctuations in capital income in certain areas like

Asker and Bærum affect the income level. Despite these fluctuations, gross income figures

are quite well suited for our purposes. Finally, data for student debt, house transactions, and

estimates for housing costs are gathered from Statistics Norway and the National Federation

of House Owners in Norway.

A typical challenge in estimating housing purchasing power for first-time buyers and

other groups is the integration of both income and wealth data into the analysis. Often,

data related to wealth or transfers from family and others are incomplete or unavailable,

creating a potential bias in the analysis. Solheim and Vatne document how Norwegian

households finance their property purchases in 2015 based on tax return figures (Solheim

and Vatne (2018)). According to their analysis, first-time buyers had an average of NOK
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276,000 in bank deposits at the end of 2014 and purchased their first home during 2015 for

an average price of NOK 2,264,000. Therefore, they had on average 12.2 % of the purchase

sum in bank deposits at the start of the year. Interestingly, only a small proportion of first-

time buyers reported having inherited wealth. This suggests that transfers and unrecorded

advances on inheritance might be significant sources of financing for home purchases, which

are not fully captured in the available data. For first-time buyers, about 80 % of the purchase

sum was debt-financed in 2015. This number is lower than the assumption of 85 % used

in this analysis, which may reflect the proportion of the loans that are exempt from the

LTV-limit.

V. Methodology

This study aims to measure the total income ytr of a typical single first-time buyer in

each municipality r ∈ [1, 43] in each year t . This measure of total income is calculated by

weighting the average income ytr,i of bi-annual age cohorts11 i ∈ [1, 7] between the age of 26

and 39 with the proportion aij this age group represents over time12 among actual first-time

buyers in region type j ∈ [a, c]. The region types j are (a) Large cities; (b) Smaller cities

and villages East; (c) Smaller cities and villages Other. This relationship is described in

equation (1):

ytr =
7∑

i=1

(aijytr,i) , t = 2003, ..., 2019, (1)

where

7∑
i=1

aij = 1.

This study uses a method with age-weighted income data based on historical first-time

purchases. This approach allows for some regional adjustment, taking into account the

varying age distributions of first-time buyers across different regions. However, it is important

to note that fine-tuning the age weights to each municipality is not desirable, as it will be

difficult to distinguish the differences in age composition and differences in purchasing power

in the final results. It is observed that first-time buyers in (c) Smaller cities and villages

Other are generally younger than those in (a) Large cities. As a result, the younger income

11Bi-annual cohorts are chosen over annual ones due to data availability.
12That is, the average share the age group represents among first-time buyers in the ten-year period

2010-2019. In later updates, it is possible to keep this share constant or adjust for significant changes.
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groups receive somewhat higher weights in these regions. This age effect can influence the

purchasing power and housing affordability in these regions, and should be taken into account

when interpreting the results.13 The distribution of first-time purchases by age per region

type, which forms the basis for the weights aij, is depicted in Figure 1.

Figure 1. First-time buyers by age and region type
Notes: First-time buyers are aged 20-41 years. The figure gives the 10-year average between 2010-2019
a.The division is by two-year age groups from 20-21 years and up to 40-41 years and the youngest in the
age group is indicated on the axis. The dotted line shows the average for Norway (43). English translation:
Aldersgruppe (Age group), Frekvens (Frequency), Byene (Large Cities), Øst (East), Øvrig (Others), Norge
(Norway).

Different regions within a country serve various functions and tend to attract distinct

demographic groups. For instance, larger cities often attract a higher proportion of younger

and single individuals, while established couples with children more frequently reside in

surrounding areas. These demographic trends can significantly impact the housing market

dynamics in these regions. Among first-time buyers in 2019, 53 %, 40 %, and 45 % in region

types a-c respectively were buyers with an ownership share of 100 %, referred to as the

proportion of singles in table II. It shows the development over the ten-year period 2010-

2019 for all municipalities combined. Notably, the average age at first-time purchase remains

relatively stable around 32-33 years. However, a slight increase in the average age at first-

time purchase is observed in Oslo between 2015 and 2019. While the volume of purchases

can vary with differing growth in age cohorts, such as a rise in students, living conditions

surveys suggest a decline in home ownership rates among young people in the cities (Revold

(2019)). This trend may indicate a growing affordability challenge for younger individuals

13For a detailed breakdown of the division by region type, see table A1 in the Appendix.
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Table II Summary Statistics

Year HP NOK Apartments FTBs FTB age (single) FTB HP NOK

2010 2,485,400 0.61 23,845 33.1 (0.41) 1,881,300
2013 3,033,500 0.62 23,045 32.9 (0.40) 2,315,500
2016 3,538,900 0.64 22,093 32.6 (0.42) 2,614,400
2019a 4,030,500 0.63 23,500∗ 32.7 (0.42) 2,989,100

Notes: The table shows summary statistics for transacted homes and the volumes of first-time buyers. It gives

the average for all 43 municipalities. HP is the average total transaction price and FTB HP is the average total

transaction price for first-time buyers, rounded to the nearest 100. Apartments gives the share of transactions

that are apartments. FTB age is the average age for the purchase of the first home, for both singles, couples,

and others, while the share that is single is given in brackets. This is defined as the share among first-time

buyers of all ages who were registered with 100 % ownership. a.Data for the first half of 2019. ∗Data for 2018.

in urban areas.

The disposable income available to service a mortgage for a typical first-time buyer in

municipality i in year t, denoted as yd,tr, is defined as the income ye,tr after tax adjusted for

deductions Tt,i depending on age group i, ye,tr =
∑7

1(aij(ytr,i − Tt,i)), minus the minimum

expenses for other consumption defined by the SIFO-budget for the relevant age cohort,

SIFOt
14 and an estimate for expenses to service other debt, ODt. Other debt is defines as the

average student loan for 25-34-year-olds. Finally, a minimum cost for housing expenses HEt

is subtracted from the disposable income. This is somewhat ad hoc defined to constitute 20 %

of annual consumption expenses, thereby accounting for the same CPI adjustment of housing

expenses as consumption expenses. For instance, in 2019, the SIFO expenses are calculated

to NOK 109,800, housing expenses to NOK 21,960, and servicing of other debt to NOK

10,890. These housing expenses could approximately cover electricity, internet/television,

and municipal fees for a small home.15 This relationship is summarized in equation (2):

yd,tr = ye,tr − SIFOt −ODt −HEt. (2)

A. Method consisting of two steps

This study employs a two-step method to calculate the maximummortgage and maximum

house price for typical first-time buyers in each municipality.

14SIFO operates with broad age groups. Here, annual budgets are defined as the average consumption
expenses for a woman or a man between 18 and 60 years without children and without a car. A methodological
change at SIFO results in a jump in expenses in 2016, which has been smoothed out and distributed over
several years in this calculation.

15See a description of typical housing expenses at Huseierne.no
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1. Step 1: Maximum mortgage and maximum house price are calculated for

typical first-time buyers in each municipality in an actuarial model16

The bank (actuary) offers different repayment periods Nt in different years. The bank

will offer a maximum mortgage Qt in year t to a representative first-time buyer in

each municipality, which is in line with current mortgage regulations and general lend-

ing practices defined by requirements for (i) Loan-to-income (LTI), and (ii) Servicing

capacity, which is the ability to service the mortgage as well as other consumption

and debt at various interest rates. In addition, the bank must set limits for Loan-to-

value (LTV). Which of these conditions that minimizes equation (3) determines the

results for the maximum offered mortgage and thus the purchasing power of the FTB

household in the local market:

Qt = argmin

(
ψLTI
t yt −Dt, yd,t

(1− (1 + iKt )
−Nt

iKt

)
(3)

Pt = (1 + (1− ψLTV
t ))Qt (4)

Where

(i) ψLTI
t yt ∼ LTI-condition. yt is borrowers total income and ψLTI

t is the maximal

LTI-ratio, first introduced in 2017 and constant ψLTI
t = 5 for the whole period 2017-

2019. Dt is the value of other debt included, specifically total student debt.17

(ii) yd,t
(1−(1+iKt )−Nt

iKt
∼ Serviceability condition. yd,t is the borrower’s disposable in-

come for house mortgage payments, iKt is the average interest rate issued for new

mortgages plus a variable interest rate addition to hedge for future increases, and Nt

is a variable down payment period.18

(iii) Pt = (1 + (1 − ψLTV
t ))Qt ∼ Maximum house price offer. Pt is the maximum

house price available and is determined by Qt. This formulation of the banks objec-

tive implies that the borrower always pays the minimal down payment requirement, at

16Equation (3) is strongly inspired by Baptista et al. (2016), which estimate a richer model using data
from the UK. The first argument in (3) differs by including student debt. The second argument is an annuity
formula, which separates from the above mentioned article by allowing the interest rate markup and the
repayment period of the loan to vary with t. Finally, the requirement for equity is not included directly in
the equation.

17Student debt is included in the LTI requirement in the Norwegian mortgage rules.
18See table A3 in the Appendix.

11



ψLTV
t = 0.9 up until and including 2011, and ψLTV

t = 0.85 from 2012, thus wealth is

not a variable factor in this model.

2. Step 2: Match of calculated housing purchasing power with transaction

prices

Based on the total prices for transacted homes in each municipality, we determine what

proportion of the houses the constructed first-time buyer could afford year by year.

Results are also studied for the maximum calculated mortgage Qt alone, set against

the median house price in the municipalities. Any difference must be financed with

equity, while meeting the Loan-to-Value (LTV) requirement. An important assumption

in this step is that all transacted homes are suitable for first-time buyers. This is less

of a strict assumption for singles than for couples with children, as the latter group

would have specific requirements for size, number of bedrooms, and other functions,

making certain types of housing, such as one-room apartments, unsuitable (see Ben-

Shahar et al. (2020)). This assumption implies that no sorting of units by suitability

is performed.

VI. Results

A. First-time buyers’ purchasing power index (FKI)

The results of this study indicate a significant weakening of the purchasing power index

(FKI) for average local first-time buyers in many regions as of 2019. The lowest FKI is found

in Oslo (2.6 %), followed by the nearby areas of Bærum (3 %), Asker (4 %) and Lørenskog (6

%). Then follows Tromsø (7 %). This trend is also observed in most of the large cities. This

represents a dramatic shift from 2010, when a typical first-time buyer could afford 29 % of

sold homes in the six largest cities. By 2019, the same first-time buyer could only afford 7 %

of the homes sold, highlighting the increasing affordability challenges in these urban areas.19

These findings align with the main message from the literature that suggests that housing

markets in urban regions face significant pressure (see e.g., Gyourko et al. (2013)). Similar

trends were reported by Lund (2018), who calculated the housing purchasing power of an

average nurse in Oslo to be 3.2 % in 2019, and Lindquist and Vatne (2019), who calculated

19See table A2 in the Appendix. The figures are based on a weighted average by transaction volume.
Thus, cities like Oslo and Bergen receive a higher weight in the total average.
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the housing purchasing power of the 50th percentile household between 30 and 35 years to

be around 10 % in 2016 (the FKI is estimated to 9.3 %).

Figure 2. First-time buyers’ purchasing power index
Notes: The figure displays the results for the FKI by municipality in 2019. The results for DE STORE
BYENE (the big cities), ØSTLANDET (Eastern area), and NORGE (Norway) (43) are weighted by trans-
action volumes.

In the following, we are interested in the implications of changes in lending practices,

disposable income to service a mortgage, and house prices, for the results. During the period

under review, banks’ lending practices have undergone significant changes. Up until 2017, the

serviceability requirement generally constrained maximum borrowing for representative first-

time buyers. However, post-2017, the Loan-to-Income (LTI) requirement has been more often

the binding constraint, although there are notable differences between municipalities. Income

growth was particularly weak during the Financial Crisis period of 2008-2009, following

strong growth in previous years. This had a significant impact on the purchasing power
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Table III Results Oslo

Year yd,t
(1−(1+iKt )−Nt

iKt
ψLTI
t yt −Dt Pt FKI Median HP

2003 1,475,000 - 1,622,500 0.415 1,800,000
2004 1,625,000 - 1,787,500 0.414 1,979,700
2005 1,775,000 - 1,952,500 0,436 2,130,000
2006 1,575,000 - 1,732,500 0.249 2,375,000
2007 1,675,000 - 1,842,500 0.315 2,200,000
2008 1,600,000 - 1,760,000 0.277 2,258,000
2009 1,725,000 - 1,897,500 0,339 2,282,400
2010 1,825,000 - 2,007,500 0.388 2,284,000
2011 1,825,000 - 2,007,500 0.287 2,492,700
2012 1,775,000 - 2,041,250 0.187 2,750,000
2013 1,800,000 - 2,070,000 0.145 2,850,000
2014 1,850,000 - 2,127,500 0.160 2,887,400
2015 2,100,000 - 2,415,000 0.165 3,268,400
2016 2,250,000 - 2,587,500 0.093 3,714,000
2017 2,200,000 2,062,000 2,371,000 0.018 4,079,400
2018 2,350,000 2,136,500 2,457,000 0.027 4,001,600
2019 2,475,000 2,206,500 2,537,500 0.026 4,216,700

Notes: The table shows the maximum mortgage and estimated housing purchasing power for a single

first-time buyer (FKI) in Oslo

index. Similarly, 2016 was a year marked by especially weak income growth. In individual

years, consumption price growth has been particularly low, as in 2009 and 2018. High and

increasing student debt also limits maximum borrowing, particularly in urban areas. Given

these factors, the capital Oslo has the lowest estimated housing purchasing power per 2019.

After the introduction of the LTI-condition in 2017, it became the determinant of maximum

borrowing, as shown in table IV. It is important to note that these findings are based on

simplifying assumptions. For instance, first-time buyers with children and cars would likely

have higher expenses than those assumed in this study. Similarly, housing costs would

likely vary more than assumed here under more realistic scenarios. These factors should be

considered when interpreting the results.

Figure 3 illustrates which of the transacted homes a representative first-time buyer in

Oslo could afford, denoted by a pink color on the map. The estimated FKI shows a significant

decrease, from around 35 % of transacted homes between 2003 and 2007, to just 4 % between

2016 and 2019. In addition to the decreasing number of affordable homes, these homes are

also becoming increasingly decentralized, moving further away from the city center. The

median distance to the central area has nearly doubled, from approximately 3.6 km in the
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Figure 3. Purchasing power index Oslo
Pink marks transacted houses a typical single first-time buyer could afford based on calculated housing
purchasing power and matching with sold properties during the same period. Map made with Leaflet in R.

(a) 2003-2007 (b) 2016-2019

period 2003-2007, to 7.3 km between 2016 and 2019, measured by the Euclidean distance.20

Overall, the closest homes transacted are around 200 meters from the city center, while the

furthest units are about 15 km away. This trend of decentralization of affordable homes

could have significant implications for urban development and housing policy in Oslo and

other similar cities.

B. Some stylized facts: FKI compared to other statistics

This section compares the results for the First-Time Buyers’ Purchasing Power Index

(FKI) with other data sources, such as actual home purchases. This comparison aims to

provide a more comprehensive understanding of housing affordability trends and validate

the FKI as a useful measure.21

Positive association between FKI and actual first-time purchase shares

The results indicate a positive association between the First-Time Buyers’ Purchasing

Power Index (FKI) and actual first-time purchases. Figure 4 suggests that areas with higher

20Euclidean distance measures a straight line between two points. Here, elevation, public transport
options, or accessibility are not taken into account. The city center is defined as the Royal Palace in Oslo.
The calculations are done with spDistsN1 in R.

21A more in-depth analysis should take into account the development in each municipality and a number
of factors such as regional growth, migration flows, and geographical areas that are not independent, but are
part of center-periphery clusters.
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FKI tend to have higher rates of actual purchases by first-time buyers, as measured by first-

time homes as a share of sold properties in 2018/19. This share is just below 40 %, a number

that aligns with, but is somewhat above, the share found by Solheim and Vatne (2018) at

36 %.22 As expected, there is a clear urban component to these results, with central areas

experiencing high population growth often ranking low in both FKI and share of purchases.

The geographical dimension is also significant, with areas such as Oslo ranking low in both

FKI and the actual first-time purchase share. This pattern is consistent when looking at the

distribution of the share of 30-39-year-olds living in owned housing, an indicator of home

ownership rates. For the top ten most expensive areas measured by FKI in 2019, the reduc-

tion in FKI and the reduction in the share of actual first-time purchases also match well,

with a correlation coefficient of 0.93 (Pearson’s). However, it’s important to note that these

findings do not control for important factors such as the demographic composition or the

student share in the region. Also, the correlation between the reduction in FKI and the

reduction in the share of actual first-time purchases appears to be weaker in less expensive

areas.

Consistency with home ownership rates

The results indicate a decline in the first-time buyer share aged 20 to 34 years in Oslo. As

shown in figure 5 (right graph), the number of first-time buyers in this age group as a share

of the total age group fell from 4.4 % in 2010 to 3.1 % in 2017, before increasing slightly

until 2019. This share is also affected by shifts in the number of first-time buyers and the

number in the age group year by year. Notably, there was an influx of students moving

to Oslo during this period, which may have influenced the share. Figure 5 also shows the

volume of first-time buyer homes as a share of sales. According to our calculations, this

share decreased from 40.5 % in 2010 to 32.2 % in 2017, before increasing slightly in 2018

and decreasing again in 2019. The increase at the end of the period may be partly due to

the fact that total transactions increased, contributing to more affordable homes in total.

Note that one can expect that the number of total transactions is somewhat higher in reality,

which would result in a somewhat lower share.23 Finally, the volume of first home purchases

relative to other purchases display a similar pattern.

22See Table 1 in the referenced paper. This corresponds with our numbers in important regions like Oslo
and its surroundings, even though the numbers for households and individuals are not directly comparable.
Several studies for other countries also operate with numbers around 40 % and slightly below.

23Our transaction data covers broker-confirmed sales and do not cover sales made by sellers or other
parties.
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Figure 4. Actual first-time purchases as a share of sales and purchasing power
index (FKI)
The figure displays the actual first-time purchases (y-axis: Førstegangsboliger, andel av omsatte) as a share
of sold houses in 2018/2019 and FKI (x-axis). First-time homes are total counts from the registry data for
home purchases converted to unique homes via ownership shares. The color indicates population growth in
the municipality among the population aged 20-34 years throughout the period 2010-2019. Blue: 15% or
more. Green: 5-15%. Red: Below 5%. FKI uses figures for 2019 and first-time purchases for 2018/19.

C. Sensitivity analysis

This section explores the sensitivity of the results to the choice of assumptions that in-

fluence income figures or lending practices. Specifically, the analysis focuses on the most

expensive municipality, Oslo, and assesses the impact of alternative assumptions.

Income Sensitivity

A scenario-analysis is conducted to illustrate the uncertainty in the income estimates.

Estimated income ytr varies greatly with age. Three alternative income series are calculated

for first-time buyers in Oslo: (a) yHIGH
t,Oslo (b) yMED

t,Oslo (main scenario) and (c) yLOW
t,Oslo. These are

age-weighted incomes using respectively the 28-39 year, 26-39 year, and 24-39 year cohorts.

Under the High scenario (a), the average income in 2019 is approximately NOK 516,000,

compared to NOK 478,000 in the Medium scenario (b) and NOK 440,000 in the Low scenario

(c). This variation in income is substantial and reflects that lower age groups make up a

significant proportion of first-time buyers and thus have a high weight in the income measure.
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Figure 5. FKI compared with other statistics
FKI and ownership rates (left graph) and FKI and share of first-time purchases of total transactions (right
graph). Register data for the share of 20-29-year-olds living in owned housing (REG) and the share living
in owned housing is sourced from the Living Conditions Survey (LKU)/EU-Silc).

(a) FKI and owner rates (b) FKI and share of transactions/age group

As of 2019, the FKI in Oslo varies significantly depending on the income scenario. With low

income, the FKI is estimated at 1.0 %, rising to 2.6 % with medium income and 5.5 % with

high income. Figure 6a shows more variation in the estimated maximum housing loan in Oslo

at different incomes in previous years. This variation is partly due to the requirement for

servicing capacity being more income-sensitive than the loan-to-income constraint. Another

significant factor is the high housing prices in recent years in Oslo. Furthermore, there are

more homes with sales prices close to the estimated maximum affordable price up to 2015/16.

Subsequently, the gap between incomes and affordability have increased, and even large

income increases only produces small changes in FKI. This suggests that the income sen-

sitivity of the results is also greater in recent years in municipalities where housing prices

are closer to the FKI limit. The income estimates used in the main scenario are closest

to the median house price for actual housing purchases made by single first-time buyers in

most years. While this could be considered a typical purchase price for successful first-time

buyers, it provides less information about the maximum price for all potential first-time

buyers.24 Nonetheless, the close correlation between typical purchase price and calculated

typical maximum price between 2012 and 2015 supports the choice to use this as our measure

24The market purchase price does not provide information about the reservation price of excluded groups.
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Table IV Sensitivity analysis. Income- and lending practice assumptions

Variable y ΔQ FKI

Income

LOW 516,000 -0.109 0.010
MED (main scenario) 478,000 0 0.026
HIGH 440,000 +0.122 0.055

Lending practice
Equal 478,000 ± 0.037 0.026
Variable (main scenario) 478,000 0 0.026

Notes: Gross income data are from 2019. ΔQ is the estimated average annual change in the

maximum mortgage in each scenario relative to the main scenario between 2003 and 2019.

of representative income.

Lending practice sensitivity

Results for Oslo have also been calculated under two scenarios for lending practices: (1)

Variable lending practice (variable N and iK) and (2) Equal lending practice (N = 25 and

iK = i+ 5).

As shown in figure 6b, the assumption of variable lending practice has less impact on

the calculated maximum mortgage than in the previous income scenarios. Under variable

lending practices, the calculated maximum mortgage excluding equity is equal to or higher

compared to a situation with equal lending practices. Also note that the difference in the

calculated mortgage is greater in very expansive years in the housing market, such as in 2007

and 2016. This suggests that banks typically have had a pro-cyclical lending practice during

these periods.

The calculated maximum mortgage changes by +/- 11-12 % on average between 2003 and

2019 with the alternative income measures, while only 3.7 % on average during the same

period with the alternative lending practice (see table IV). However, in recent years, the

difference in FKI is smaller for the income scenario, and zero for the lending practice scenario

due to the introduction of the LTI constraint. These findings suggests that temporal variation

in lending practices is less influential after the mortgage regulations were introduced.
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Figure 6. Sensitivity analysis
Panel a) shows FKI at different income levels. Panel b) gives the maximum calculated house price (Maks
boligpris) and the median house price (in million NOK) at purchase by single first-time buyers (right graph).
Panel c) shows the maximum calculated mortgage excluding equity for equal and variable lending practices.
All figures gives results for Oslo. The median house price is based on purchases made by first-time buyers
between 26-39 years in Oslo during the same period based on figures from Ambita AS. The different income
measures are described above (Low=Lav, MED=Medium, HIGH=Høy). Main scenarios are given by bold
lines, while alternative scenarios are given by dashed or dotted lines.

(a) Income scenarios FKI (b) Income scenarios Price

(c) Lending practice scenarios Mortgage
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D. Scenario Analysis

Maximum mortgage without Loan-to-Income (LTI) requirement

The results indicate that without an LTI-requirement, the maximum mortgage would

increase. Under this scenario, the maximum mortgage for Oslo is estimated to increase from

2,062,000 to 2,200,000 (6.7 %) in 2017, from 2,136,500 to 2,350,000 (10.0 %) in 2018, and

from 2,206,500 to 2,475,000 (12.2 %) in 2019. The increase in the maximum mortgage is

primarily driven by low interest rates, muted growth in consumption costs, and a relatively

strong income development towards the end of the period. As a result, the servicing capacity

based on the criteria in the actuarial model would significantly increase. These estimates

suggest that removing the LTI requirement could have a large expansionary effect for first-

time buyers in Oslo and other municipalities where housing prices are high relative to income.

However, it is important to note that these findings are based on a representative first-time

buyer, and the effect of the LTI requirement can vary substantially among different groups

of buyers.

Scenario with alternative interest rates

Among the various components in equation (3), the interest rate level plays a significant

role in determining the maximum borrowing amount. In a final alternative scenario, the

maximum borrowing is calculated with the current interest rate, a mortgage interest rate

of 2.5 % for the entire period 2007 to 2019. Under this scenario, today’s interest rate level

would result in a 32.5 % higher maximum mortgage on average for typical first-time buyers

in 2007-2008, when the interest rate was particularly high. Throughout the period 2007-

2019, the corresponding increase is 11.1 %. For instance, this corresponds to an increase in

the housing mortgage from 1,850,000 to 2,075,000 with a 2.5 % interest rate in 2014. After

2017 the LTI requirement limits the size of the mortgage, thus the interest rate change does

not have any effect.25 These estimates indicate that the current interest rate level plays a

significant role in the maximum borrowing amount.

VII. Conclusion

This article presents a new index for the housing purchasing power of local first-time

buyers in Norway, known as the FKI. The results indicate that barriers to home ownership

have increased in many Norwegian municipalities, as reflected in the decreasing FKI. The

25Note that lower interest rates generally would mean higher housing price levels and that the comparison
therefore only serves to illustrate the interest rate’s importance for the maximum mortgage for credit-limited
groups.
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FKI corresponds closely with the proportion of first-time purchases out of total sales in a

municipality. Furthermore, a reduction in FKI coincides with a decrease in this proportion in

the most expensive municipalities. The FKI also aligns well with regional variations in home

ownership rates among individuals in their 30s. However, there are significant differences in

the proportion of students and place-based functions across regions that should be taken into

account in future research. Updates to the FKI will capture changes in income, consumption,

and housing expenses, as well as the effects of changes in mortgage regulations, interest rates,

and housing prices. A weakness of these calculations is that we do not consider distributional

differences. Another challenge is the difficulties in incorporating both income and wealth

in the analysis, as well as fully capturing variations in lending practices between banks and

over time. Ongoing research considers richer models that address these limitations.
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VIII. Appendix

Table A1 Region type, division by municipality

Large cities Bergen, Kristiansand, Oslo, Stavanger, Tromsø, Trondheim

Smaller cities and villages East Asker, Bærum, Drammen, Fredrikstad, Gjøvik, Halden, Hamar,
Kongsberg, Kongsvinger, Kragerø, Larvik, Lørenskog, Moss, Sarpsborg,
Porsgrunn, Ringerike, Sandefjord, Skien, Tønsberg

Smaller cities and villages Other Alta, Arendal, Bodø, Fauske, Haugesund, Kristiansund, Lillehammer,
Molde, Narvik, Notodden, Rana, Sandnes, Steinkjer, Sunndal, Vefsn,
Ålesund, Årdal

Notes: The choice of municipalities is based on, among others, urbanity and geographical distribution.

Figure A1. Purchasing power index (FKI) in the large cities
Notes: A tax-based income adjustment contributes to the reduction in housing purchasing power in 2006,
while increased equity requirements contribute to dampening the reduction in the estimated purchasing
power index in 2012.

25



Table A2 Detailed results: First-time buyers’ purchasing power index (FKI) in 2010 and
2019

FKI 2010 FKI 2019 Pop. 20-34 2019

Oslo 0.39 0.03 195,681
Bærum 0.24 0.03 20,659
Asker 0.31 0.04 14,682
Lørenskog 0.27 0.06 8,081
Tromsø 0.24 0.07 18,898
LARGE CITIES 0.29 0.07 -
Trondheim 0.25 0.12 53,962
Alta 0.26 0.13 4,694
Eastern area 0.43 0.14 -
Lillehammer 0.27 0.14 5,836

Moss 0.39 0.14 8,246
Bodø 0.38 0.15 11,498
Fredrikstad 0.51 0.17 15,118
Drammen 0.57 0.17 19,558
Bergen 0.32 0.18 69,544
NORWAY 0.39 0.18 -
Stavanger 0.32 0.23 31,240
Sandnes 0.23 0.26 16,290
Hamar 0.36 0.28 5,928
Sandefjord 0.46 0.28 11,337

Tønsberg 0.43 0.29 10,733
Ringerike 0.64 0.30 5,511
Molde 0.33 0.31 5,932
Kristiansand 0.28 0.31 24,536
Sarpsborg 0.60 0.32 10,341
Larvik 0.48 0.33 7,724
Gjøvik 0.64 0.38 6,116
Rana 0.53 0.42 5,074
Ålesund 0.51 0.42 13,489
Halden 0.66 0.43 5,708

Vefsn 0.66 0.43 2,423
Narvik 0.39 0.47 3,801
Arendal 0.35 0.47 7,758
Porsgrunn 0.67 0.52 6,639
Kongsberg 0.51 0.52 5,088
Skien 0.63 0.53 9,969
Fauske 0.37 0.56 1,653
Kragerø 0.57 0.57 1,580
Steinkjer 0.51 0.57 4,367
Haugesund 0.61 0.58 7,327

Kongsvinger 0.76 0.61 2,920
Kristiansund 0.60 0.61 4,465
Notodden 0.72 0.62 2,361
Sunndal 0.71 0.75 1,133
Årdal 0.80 0.93 815

Notes: The table shows results for FKI in 43 municipalities. FKI is defined as the estimated share of transacted

homes a representative single first-time buyer can afford each period.
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Table A3 Parameters Oslo

ΔP (%) Nt markup (pp.)

2003 1.8 23 3.0
2004 12.3 23 4.0
2005 9.1 24 4.5
2006 15.3 24 4.5
2007 11.2 26 3.5

2008 -4.2 27 3.5
2009 2.7 25 4.5
2010 8.3 26 4.5
2011 9.0 27 4.5
2012 7.7 26 5.0

2013 4.9 26 5.0
2014 2.3 25 5.0
2015 9.6 26 5.0
2016 8.3 25 4.5
2017 5.7 25 5.0

2018 0.8 25 5.0
2019 2.6 25 4.5

Notes: The table displays the parameters used in this analysis for Oslo. ΔP is annual growth in housing

prices based on data from Eiendomsverdi ASA. Nt is an estimate of the average term for new mortgages

with an 85-90% loan-to-value ratio. The interest rate markup is the most typical bank interest rate

markup per year. The two latter are based on lending surveys of Financial Authorities Norway.

Table A4 Data Processing

First-time buyer data N

Raw data 731,664
Data 1: Raw data excl. vacation homes 693,837
Data 2: Raw data excl. holiday homes and office/commercial 692,703
Data 3: Raw data excl. holiday homes, office/commercial and homes not sold in free salea 569,900
Model data: Data 3 excl. ownership shares below 25 % 564,030

Transaction data N

Raw data 760,083
Model data: Raw data excl. homes transacted below 200 000 NOK 760,014

Notes: a.Homes sold as gifts, probate settlements, undivided, or other, constitute the other types of sales.
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